Nonstationary signal analysis of magnetic islands in plasmas
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Rotating magnetic islands produce fluctuations on a variety of diagnostics in magnetic fusion energy plasmas. The analysis of these fluctuations requires the calculation of the amplitude, phase, and frequency of the oscillations. These three spectral quantities generally evolve in time, necessitating nonstationary signal analysis techniques. The Hilbert transform offers an efficient and accurate method of calculating these three quantities from one diagnostic signal. This feature allows the Hilbert transform to determine the success of the active rotation control of magnetic islands, and to calculate the profile of the diagnostic measurements in a frame of reference co-rotating with the magnetic island. Comparisons to quadrature and spectrogram techniques demonstrate the accuracy of the Hilbert transform method.

I. INTRODUCTION

Magnetic islands are common in a wide variety of magnetic fusion energy (MFE) devices. Magnetic islands generally rotate in these devices, creating perturbations that appear on diagnostics as a signal

\[ f(t) = a(t) \cos(\varphi(t)), \]  

where \( a(t) \) is the amplitude of the perturbation and \( \varphi(t) \) is the phase. Figure 1 plots a typical signal, along with the amplitude, frequency, and phase of the signal. The time evolution of the amplitude and frequency makes the calculation of the spectral quantities difficult. Standard analysis methods using discrete Fourier transforms fail because of the time of the spectral quantities difficult. Standard analysis methods using discrete Fourier transforms fail because of the time evolution, necessitating nonstationary signal analysis techniques in order to capture the island dynamics. The Hilbert transform offers an efficient and straightforward technique for calculating the time evolution of the amplitude, phase, and frequency of magnetic island perturbations. The Hilbert transform is extensively used in signal processing applications to determine the spectral quantities of signals from a variety of sources. The use of this transform in plasma physics has been largely limited to theoretical work. The Hilbert transform calculated the complex envelope of high frequency electromagnetic waves in plasmas in order to reduce the computational time and ease the comparison with theory. Another application calculated the Hilbert transform of a Gaussian function to produce the dispersion function, \( Z(\xi) \), for waves in hot plasmas. However, the application to magnetic island studies has been limited.

An importance focus of current magnetic fusion research is the control of magnetic islands with resonant magnetic perturbations (RMPs). These perturbations mimic the magnetic structure of the islands, providing an external means for interacting with the island. Synchronous RMPs act to reduce the island size through negative feedback, using the magnetic perturbation from the island as the input signal. Measurements of the island phase \( \varphi(t) \) determine the proper perturbation phase for producing negative feedback. Changes in the magnetic island amplitude \( a(t) \) and the rotation frequency \( \nu(t) \) measure the success of the feedback control. Asynchronous RMPs attempt to reduce the island size by changing the rotation frequency of the magnetic island. Theories predict that changes in the interaction between the magnetic island and the plasma will reduce the island amplitude. Measurements of the island amplitude \( a(t) \) and frequency \( \nu(t) \) also judge the success of rotation control. Furthermore, since the success of the damping depends on the interaction with the plasma, the spectral response of plasma perturbations to rotation control also requires measurement. Finally, fundamental studies of island behavior focus on how the magnetic island structure interacts with the plasma. Since this structure rotates in experiments, diagnostics measure the island properties in the laboratory frame rather than the magnetic island frame of reference. Knowledge of the measurement phase allows the conversion to a frame of reference co-rotating with the island, providing data that can be more directly compared to theoretical predictions.

The importance of the amplitude, phase, and frequency in magnetic island studies led to the implementation of a wide range of techniques to determine these spectral quantities. The simplest technique tracks the maximum and minimum of magnetic signals to determine the location of the magnetic \( O \) and \( X \) points, respectively, of the magnetic island. A similar method tracks the zero crossing of the magnetic signals from spatially separated detectors to quantify the island propagation. The main weakness of these methods is that they ignore the bulk of the data at the expense of only one or two points per cycle. Meaningful analysis requires lengthy time sampling with slow changes in the amplitude and frequency. The quadrature technique can also measure the spectral quantities of magnetic islands. However, this technique can only analyze signals that possess both a sine and cosine phase, limiting its application. Spectrogram analysis calculates the time history of the full Fou-
rier spectrum of island signals. The spectrogram generally wastes the bulk of the performed calculations for island studies, since normally the evolution of only one frequency component is of interest. The complex demodulation heterodyne technique reduces the number of calculations compared to the spectrogram, but retains information on the fundamental frequency and the harmonics of the island perturbation. However, the method requires additional programming and the careful selection of a digital filter. The key advantage of the Hilbert transform method is that it offers a straightforward and efficient method for calculating the three spectral quantities from one signal. In addition, the transform is already implemented in many data analysis programs, such as IDL and MATLAB, allowing the straightforward application to magnetic island data.

II. HILBERT TRANSFORM

This section summarizes the Hilbert transform properties relevant to magnetic island measurements. Determining the spectral quantities is simple if the quadrature component of the signal is known. A quadrature signal is 90° out of phase with respect to the original signal. The quadrature component for Eq. (1) is

\[ g(t) = a(t) \sin(\varphi(t)) \]  

(2)

The combination of Eqs. (1) and (2) can determine the amplitude, phase, and frequency of the signal using the respective relations

\[ a(t) = \sqrt{f^2(t) + g^2(t)} \]  

(3)

\[ \varphi(t) = \tan^{-1}\left(\frac{g(t)}{f(t)}\right) \]  

(4)

\[ \nu(t) = \frac{1}{2\pi} \frac{d \varphi}{dt} = \frac{1}{2\pi} \frac{(dg/dt)f - (df/dt)g}{f^2 + g^2} \]  

(5)

Equations (1) and (2) can be combined to form the analytic function \( s(t) \)

\[ s(t) = a(t)e^{i\varphi(t)} = a(t)[\cos(\varphi(t)) + i \sin(\varphi(t))] = f(t) + ig(t). \]  

(6)

Using the analytic function, Eqs. (3)–(5) can determine the spectral quantities by taking the real and imaginary parts of \( s(t) \) to get \( f(t) \) and \( g(t) \).

The Hilbert transform \( H\{f(t)\} \) approximates the analytic function using only one input signal. The function is defined as

\[ H\{f(t)\} = f(t) + i \int_{-\infty}^{\infty} \frac{f(\tau)}{\pi \tau} d\tau. \]  

(7)

Unfortunately, multiple ways of analytically and numerically defining the Hilbert transform exist. This analytic definition differs from some formulas by the addition of the \( f(t) \) term in order to make the function definition equivalent to the numerical implementation in MATLAB. The transform is calculated numerically using fast Fourier transforms (FFT). The FFT of the signal is calculated, then the amplitude of all the negative frequencies are set to zero. This modified FFT is then inverted to produce the Hilbert transform. The output of this Hilbert transform method approximates the analytic signal

\[ s(t) = a(t)e^{i\varphi(t)}. \]  

(8)

Other numerical implementations of the Hilbert transform exist. One example is in IDL, where for the default option the entire FFT transform is multiplied by the imaginary number \( i \) and then inverted. The output of this method is the negative of the quadrature signal, \( -a(t)\sin(\varphi(t)) \), rather than the analytic signal directly. The only significant difference between these and other methods is the exact process necessary to convert the Hilbert transform output into the quadrature signal. Once this process is determined, the different Hilbert transform methods are equivalent.

Two issues in the use of the Hilbert transform are the uniqueness of the output and how closely \( H\{f(t)\} \) approximates the analytic signal \( s(t) \). The attempt to use one signal, the diagnostic data, to derive two signals, the amplitude and phase, creates the uniqueness problem. Changes in the oscillation behavior of \( f(t) \) can be attributed to changes in either \( a(t) \) or \( \cos(\varphi(t)) \). The Hilbert transform overcomes this difficulty by providing a well-defined algorithm for deriving two functions, \( f(t) \) and \( g(t) \), from the signal data. These two functions can then derive two more unique functions, the amplitude and phase, using Eqs. (3) and (4). Thus, the Hilbert transform will always produce a unique answer. This shifts the problem to whether the amplitude and phase behavior calculated with the two unique functions is meaningful.

Two conditions determine the accuracy of approximating the analytic signal with the Hilbert transform. These conditions place experimental requirements on the process being measured. The first condition stems from the ambiguity...
about whether observed oscillations reflect changes in the amplitude or in the frequency. For the signal,

\[ f(t) = \cos(2\pi \nu_1 t) \cos(2\pi \nu_2 t), \ \text{where} \ \nu_2 > \nu_1, \]  

the phase could be defined as \( \varphi(t) = 2\pi \nu_2 t \) with the amplitude variation as \( a(t) = \cos(2\pi \nu_1 t) \), or vice versa. The Hilbert transform overcomes this difficulty by selecting the higher frequency for the phase evolution.\(^{4,21} \) Hence, the application of the Hilbert transform to Eq. (9) produces

\[ H\{f(t)\} = \cos(2\pi \nu_1 t) e^{i(2\pi \nu_2 t)}. \]  

Thus, the amplitude variation in the signal must be slower than the island motion frequency. The second experimental condition states that the spectra of \( a(t) \) and \( \cos[\varphi(t)] \) must be separated in frequency.\(^{21} \) Application of the Hilbert transform would place the slower variation into the amplitude and the faster into the phase, thereby mixing the two changes together and degrade the accuracy in the calculated spectral quantities.

Magnetic islands generally meet these two conditions. The \( m=2n=1 \) islands on the HBT-EP (High Beta Tokamak - Extended Pulse) tokamak rotate with a frequency in the range of \( \nu \approx 5-15 \) kHz and an amplitude evolution of \( \approx 2 \) kHz for both naturally rotating and externally controlled islands.\(^9 \) These islands meet the condition that the amplitude variation is slower than the rotation frequency, and that the two spectra are separated in frequency.

Fourier analyzing \( m=2 \) coils offer the opportunity to compare the Hilbert transform output to the actual analytic function. These coils detect the \( m=2 \) magnetic island and possess both a sine and cosine phase. The two signals can construct the analytic signal \( s(t) \)

\[ s(t) = f_{\cos}(t) + i g_{\sin}(t), \]  

where \( f_{\cos}(t) \) is the cosine phase output and \( g_{\sin}(t) \) is the sine phase output. Figure 2 compares the energy spectrum of \( s(t) \) to the energy spectrum of the Hilbert transform of the cosine phase, \( H\{f_{\cos}(t)\} \). The energy for both functions is concentrated in the positive frequency portion of the spectrum. The close agreement between the spectrums indicates that the Hilbert transform reproduces the analytic function. Since this implementation of the Hilbert transform sets the negative frequencies to zero, the lack of significant power levels at negative frequencies for the actual analytic function suggests that the Hilbert transform method accurately calculates this function.

The main exception to these conditions occurs during the locking of magnetic islands to stationary perturbations. Here, the island motion stops, bringing the frequency to zero. This slowing generally couples to a rapid growth in the island size.\(^{23,24} \) The slowing of the island rotation and the increasing rate of island growth will eventually bring the frequency of rotation near that of the amplitude variation, violating the second condition. As the island motion ceases, the first condition will be violated. Nevertheless, rotation experiments focusing on changing the rotation frequency rather than locking the island motion will generally meet these conditions.

III. APPLICATIONS

Rotation control experiments on \( m=2n=1 \) magnetic islands in HBT-EP\(^{8,9} \) demonstrate the utility of the Hilbert transform. Resonant magnetic perturbations (RMPs) control the island rotation by resonantly interacting with the magnetic structure of the island. Changing the frequency of the perturbation changes the island rotation frequency. Figure 3 illustrates a typical RMP, where the frequency is ramped down from 15 to 2 kHz, decelerating the island. An important issue in these experiments is the success of the RMP in changing the island motion. Indications of success appear in the frequency analysis of the magnetic island behavior. The magnetic perturbation from the island was windowed over

---

**Figure 2.** Comparison of the power spectrums of the Hilbert transform of the cosine signal from a \( m=2 \) detector and the analytic signal constructed with the cosine and sine signals.

**Figure 3.** Rotation control experiment. (a) Applied RMP. (b) Frequency spectrum for data windowed around the points indicated by the arrows in (a). (c) Plots the frequency \( \nu(t) \) for the RMP and the magnetic island.
two small time intervals, one early and one late in the ramp [Fig. 3(b)], then fast Fourier transformed. The motion of the peak frequency demonstrates that the RMP changed the island frequency. However, the most useful plot would directly compare the time evolution of the island frequency to that of the RMP. The Hilbert transform calculates this information in Fig. 3(c), illustrating the extent to which the RMP changes the island rotation. Because changes in the island rotation depend on a variety of plasma effects, this information is crucial to analyzing these experiments.

A second application of the Hilbert transform compares the phase information of magnetic island data taken by diagnostics at different locations and/or measuring different properties. The phase difference between the diagnostic and the magnetic signal determines the location of the diagnostic measurement within the rotating magnetic island structure. This effectively moves the signal into a frame of reference corotating with the island. For example, a phase from the poloidal field measurement of zero could correspond to the magnetic $O$ point of the island, while a phase of $\pm \pi$ would in turn correspond to the X point. One application determines the location of perturbations in the density within the island structure as measured by a microwave interferometer (Fig. 4). The lack of a quadrature signal for the interferometer, combined with the separate locations of the interferometer and magnetic diagnostics, makes direct interpretation of the phase difference between the perturbations difficult. The Hilbert transform straightforwardly calculates the phase of the interferometer and magnetic coil measurements. Removing the phase shift due to the different positions of these diagnostics determines the time-resolved phase difference [Fig. 4(b)]. This phase difference is approximately zero, indicating that the density peaks occur in phase with increases in the poloidal magnetic field. This determines that the density is peaked near the island $O$ point.

This analysis can be extended to determining the behavior of a diagnostic signal in terms of the magnetic island structure. This application builds on the previous example. Rather than simply determining that the peak in the density occurs at the peak in the poloidal field, the entire density profile across the island can be calculated using the phase. The phase of the magnetic signal determines the location within the island of the measurement. Taking the phase of the magnetic signal, accounting for the phase shift due to the diagnostic positions, and then averaging over a small time interval produces a picture of the diagnostic measurement in terms of the phase of the magnetic signal [Fig. 4(c)]. This allows for the study of the changes in the island structure across different discharge types, or for different diagnostic setups, such as different positions of Langmuir probes.

**IV. COMPARISON TO OTHER METHODS**

The presence of a cosine and sine phase of the $m = 2$ coils allows the direct comparison of the Hilbert transform to exact quadrature calculations. The quadrature function $g(t)$ generated by the Hilbert transform [Eq. (6)] can be directly compared to the actual quadrature signal $g_{\text{quad}}(t)$ [Eq. (11)] from the sine coil [Fig. 5(a)]. The amplitude and phase from these two methods is compared in Figs. 5(b) and 5(c). The Hilbert transform closely reproduces the actual quadrature function. The amplitude and phase calculated with the Hilbert transform in turn closely match the actual quadrature data. The key advantage of the Hilbert transform method is that only one signal is required to generate the amplitude and phase. The method is well suited for diagnostics lacking a quadrature signal, such as Langmuir probes, soft x-ray detectors, and density measurements.

A common method used to determine the frequency and amplitude when no quadrature signal is present is the spectrogram, also known as the time-frequency distribution. A moving window generates the time-resolved frequency and relative amplitude, producing full frequency spectrum at each time point. Selecting the peak amplitude at each time point determines the time behavior of the dominant fre-
frequency and the relative amplitude. The application to ion saturation current measurements of island perturbations is plotted in Fig. 6. The amplitude and frequency demonstrate strong agreement between the two methods.

There are two advantages of the Hilbert transform method over the spectrogram. First, the Hilbert transform is a significantly faster algorithm. Table I compares the number of FFTs and floating point operations required by both algorithms to analyze the same data. Generating the spectrogram required 1000 times more FFTs and approximately 60 times more floating-point operations than the Hilbert transform for the equivalent calculations. This saving translates into a significant increase in speed. The second advantage of the Hilbert transform stems from the ability to calculate both the phase and an amplitude in the original signal units. Phase calculations using the spectrogram are unstable to small errors in the peak frequency. The small window required for high time resolution produces a large spread in the frequency domain, making selection of the peak frequency prone to small errors. However, the Hilbert transform can robustly calculate the phase in the presence of error, as discussed in the next section. This allows for the simple reconstruction of the original signal from the calculated amplitude \( a(t) \) and phase \( \varphi(t) \)

\[
f_r(t) = a(t) \cos(\varphi(t)).
\]

The reconstructed signal \( f_r(t) \) can be directly compared to the original signal to determine the effect of the various filtering and smoothing operations [Fig. 6(a)]. Spectral techniques invariably require filtering and/or smoothing of the signal, and the net effect on the spectral results is generally difficult to determine. A direct comparison of the original and reconstructed signal quickly highlights these effects. Furthermore, the comparison can also determine whether the signal behaves in a nonsinusoidal fashion, helping to determine when and how spectral techniques fail to fully describe the signal behavior.

The main disadvantage of the Hilbert transform method compared to the spectrogram is that the Hilbert method requires the signal to have only one dominant component. Signals of the form

\[
f(t) = a_1(t) \cos(\varphi_1(t)) + a_2(t) \cos(\varphi_2(t)) + \cdots,
\]

where the amplitudes are on the same order of magnitude, \( a_1 \sim a_2 \sim \ldots \), do not produce a meaningful amplitude and phase when calculated with the Hilbert transform, nor when calculated with quadrature techniques in general. Instead, the full spectrogram is required to individually trace the behavior of the various frequency components. When the diagnostic signal is dominated by oscillations from a single island structure, then the Hilbert transform may be generally used. More advanced techniques are required if the diagnostic signal contains information on multiple magnetic islands.

V. ERROR ANALYSIS

The Hilbert transform retains its ability to determine the amplitude and phase of a signal even in the presence of white noise and/or a lower amplitude signal component. The error due to white noise in the amplitude calculation is estimated by starting with the signal

\[
f(t) = a(t) \cos(\varphi(t)) + \varepsilon_f(t),
\]

where \( \varepsilon_f \) is the white noise in the signal. The quadrature component calculated with the Hilbert transform would be

\[
g(t) = \text{Im}(H(f(t))) = \text{Im}(H(a(t) \cos(\varphi(t))) + H(\varepsilon_f(t))) = a(t) \sin(\varphi(t)) + \varepsilon_g(t),
\]

\[
\varepsilon_g = \text{Im}(H(\varepsilon_f)).
\]

Since the Hilbert transform only alters the phase of a signal, \( \varepsilon_g \) is essentially \( \varepsilon_f \) with the frequency components shifted by ninety degrees. Because the phase of white noise is random, both \( \varepsilon_f \) and \( \varepsilon_g \) possess the same noise amplitude. Thus, the error due to noise of both the original signal and its quadrature component is the standard deviation of the noise

\[
\sigma_{\text{amp}} \approx \text{std dev}(\varepsilon_f) \approx \text{std dev}(\varepsilon_g).
\]

Calculating the error in the amplitude \( \sigma_{\text{amp}} \) using the standard formula for the propagation of errors gives

\[
\sigma_{\text{amp}} = \sqrt{\left| \frac{\partial a}{\partial f} \right|^2 \sigma_f^2 + \left| \frac{\partial a}{\partial g} \right|^2 \sigma_g^2}
\]

\[
= \left( \frac{f}{\sqrt{f^2 + g^2}} \right)^2 + \left( \frac{g}{\sqrt{f^2 + g^2}} \right)^2 \right)^{1/2} \sigma = \sigma,
\]

where the error in the amplitude is equal to the white noise error in the original signal.

---

**TABLE I. Comparison of the number of calculations required by Hilbert transform and spectrogram processing of the data in Fig. 1.**

<table>
<thead>
<tr>
<th></th>
<th>Number of FFFTs</th>
<th>Floating point operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hilbert transform</td>
<td>2</td>
<td>~15 000 000</td>
</tr>
<tr>
<td>Spectrogram</td>
<td>2001</td>
<td>~880 000 000</td>
</tr>
</tbody>
</table>
A similar result holds when a second component is present in the signal. The signal detected is
\[ f(t) = b(t)\cos(\varphi(t)) + c(t)\cos(\theta(t)), \]
(18)
where \( b(t) \gg c(t) \). The application of the Hilbert transform determines the “quadrature” signal
\[ g(t) = b(t)\sin(\varphi(t)) + c(t)\sin(\theta(t)). \]
(19)
Calculating the amplitude using the condition \( b(t) \gg c(t) \) for a Taylor’s series expansion gives
\[
a(t) = \sqrt{f^2 + g^2} = \sqrt{b^2 + c^2 + 2bc\cos(\varphi - \theta)}
\]
\[ = \sqrt{b^2\left(1 + \frac{c^2}{b^2} + 2\frac{c}{b}\cos(\varphi - \theta)\right)} \]
\[ \approx b\left(1 + \frac{c}{b}\cos(\varphi - \theta)\right) \approx b + c, \]
(20)
where the maximum value of 1 was used for the cosine term. Thus, the error in the amplitude is on the order of the magnitude of the second component.

The Hilbert transform also accurately calculates the phase in the presence of signal error. Calculating the phase error for the signal in Eq. (14) gives
\[
\sigma_\varphi = \sqrt{\left(\frac{\partial \varphi}{\partial f}\right)^2 \sigma_f^2 + \left(\frac{\partial \varphi}{\partial g}\right)^2 \sigma_g^2}
\]
\[ = \left[\left(-\frac{g}{f^2 + g^2}\right)^2 + \left(\frac{f}{f^2 + g^2}\right)^2\right]^{1/2} \sigma = \frac{\sigma}{b}, \]
(21)
Since the ratio \( \sigma_f/b \) is the fraction of error in the signal in radians, a useful formula is

\[
\sigma_\varphi(\text{deg}) = \% \frac{180}{\pi} = \frac{2}{3} \%. \tag{22}
\]
where \( \% \) stands for the percent of white noise in the signal. Figure 7 plots the effect of white noise and a second signal component on the phase calculation for the signal plotted in Fig. 1. In Fig. 7(a), white noise was added to the signal, and then the phase was calculated. This phase was compared to the phase of the base signal to determine the error. For white noise ranging from 0 to 25% of the signal amplitude, the phase error ranges linearly from 0 to 15°. The calculated error is very close to the error estimate from Eq. (22). Figure 7(b) illustrates the effect of a second signal component. The phase \( \theta(t) \) of the second signal component of Eq. (19) was selected to be \( 2\pi \nu t \). The phase was calculated, and then compared to the phase of the base signal \( b(t)\cos(\varphi(t)) \) at three different amplitude levels, ranging from 1% of the original signal up to 25%. This process was repeated by changing the frequency \( \nu \) over the range from 0 to 50 kHz. The error in phase is independent of the frequency of the second component, and stays in the range of 0–15° for error amplitudes ranging from 0 to 25% of the original signal.
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