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ABSTRACT

Effect of Magnetic Islands on the Local Plasma Behavior in a
Tokamak

Erik Dannel Taylor

Experiments on the HBT-EP (High Beta Tokamak-Extended Pulse) tokamak

provided local measurements of the pressure and ion velocity perturbations from rotating

magnetic island using Mach probes.  The presence of magnetic islands created two

distinct features in ion fluid velocity measurements.  First, the toroidal velocity profile

was sharply peaked near the center of the 2/1 magnetic island.  Second, the ion velocity

near this island was only ~30% of the magnetic island velocity.  Measurements of the

perturbations from rotating magnetic islands with stationary detectors prompted the

development of a new data analysis technique using the Hilbert transform.  This method

generated plots of the pressure profile co-rotating with the magnetic island, allowing the

analysis of the pressure profile behavior at the O and X-points of the magnetic island.

Experiments with active rotation control demonstrated that the pressure perturbations

followed the magnetic island motion, while simultaneously measuring that the ion

velocity and acceleration were less that those of the magnetic island.  These observations

agreed with predictions from a two-fluid plasma model that included the effect of

magnetic islands on the diamagnetic velocity as well as neutral damping effects.

Understanding the effect of magnetic islands on the pressure and ion velocity profiles is

crucial for both fundamental plasma studies and the development of more efficient

tokamaks using advanced tokamak (AT) concepts.
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Chapter 1.   The Fusion Problem

Section 1.1. The role of fusion in energy production

Nuclear fusion attempts to offer a meaningful alternative source of energy

[Wesson, 1997].  Fusion uses the popularized relation 2mcE =  to convert mass m  into

energy E , where c  is the speed of light in a vacuum.  The division point between fusion

and fission reactions occurs at 62Ni .  Fusion releases energy for lighter reactants, and

fission releases energy for heavier elements.  The complexity of fusion reactors present

challenges for the production of energy.  Fusion reactors lack the years of experience and

process refinement that have gone into other energy systems such as oil, coal, gas, and

hydroelectric power.  This deficiency can be overcome by operating fusion at large scales

or in specialized situations where the need for energy justifies the expense.  A large-scale

power plant could potentially replace or complement coal, hydroelectric, and nuclear

plants powering large metropolitan and industrial areas.  Pollution reduction at a large

scale will help offset the technical challenges in implementing a new energy system.

Fusion could also replace fission reactors in systems that require independence from the

need to regularly refuel.

Fusion as a power system overcomes some of the drawbacks of other energy

production techniques.  The key disadvantages of fossil fuels are the limited supply and

pollution created by the power production.  Hydroelectric power requires the damming of

rivers, entailing substantial environment impact.  Fusion avoids the pollution issues by

using a source of energy with an extremely high output, thereby reducing the fuel
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requirements and the resulting pollution.  Fusion also overcomes some of the radiation

hazard inherent in nuclear fission.  Although tritium is radioactive, the decay process and

the decay products are significantly less hazardous than is the case for fission.  The

remaining techniques of solar and wind power are excellent methods for supplementing

day-to-day power needs, and aiding the operation of highly mobile off-gird systems.

However, neither holds the prospect of meeting large-scale energy demands.  Fusion is

the only alternative that offers high output combined with low pollution levels and low

fuel requirements.

Section 1.2. How nuclear fusion works

A substantial energy barrier opposes fusion reactions.  The long range Coulomb

repulsion between the nuclei offsets the attractive strong nuclear force.  The problem is

one of bringing the nuclei sufficiently close for the strong nuclear force to overcome the

Coulomb barrier.  The cross section combines the effects of the potential barrier and

thermal velocity distribution of the nuclei into an effective area for fusion collisions.  The

cross section forms an equation

(1.1) vnf fusion σ= ,

where n  is the density of nuclei, σ  is the cross section, v  is the thermal velocity, and

fusionf  is the frequency of fusion producing collisions.  Increasing any of these three

quantities will increase the collision frequency.  The cross section is also itself a function

of thermal energy in the nuclei.  The cross section increases from virtually zero at room

temperatures up to feasible magnitudes at temperatures of keV10010~ − .  At these

temperature levels, the fusion reactants exist in a plasma state.
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Both the net output energy and the reaction cross section govern the choice of

reactants for the fusion process.  The favored choice for the reaction is

(1.2) MeV6174 .nHeTD ++→+ ,

where the deuterium and tritium isotopes of hydrogen fuse to produce a helium atom and

a neutron.  The helium atom contains MeV5.3  of the released kinetic energy, while the

neutron has the remaining MeV1.14 .  The cross section for this reaction is several orders

of magnitude larger than the other possible options.  The deuterium and tritium reactions

offer the best combination of high output energy and high cross section.

The feasibility of the deuterium-tritium reaction is also a function of the

availability of these fuels.  Deuterium is a naturally occurring isotope of hydrogen.

Although only one hydrogen atom in 6700 is the deuterium isotope, the massive amounts

of hydrogen available in seawater offset the rarity.  Tritium, with a half-life of only 12.3

years, does not occur in nature.  However, tritium can be bred using either of two

reactions

(1.3) MeVHeTnLi 8.446 ++→+ , or

(1.4) MeVnHeTnLi 5.247 −++→+ .

The amount of lithium available throughout the world could potentially supply the world

power needs for years10~ 6  [Wesson, 1997].

Section 1.3. Plasmas in fusion

Raising the temperature of a gas to fusion levels converts the reactants into

plasma.  Plasma is an ionized gas where the bound electrons are released from the neutral
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atoms, creating free electrons and ions.  These particles interact electrically through the

Coulomb force

(1.5) rF ˆ
4

1
2

21

0 r

qq

πε
= ,

where F  is the force, 0ε  is the permeability of free space, 1q  and 2q  are the magnitude

of the interacting charges, and r  is the radius separating them.  This equation critically

determines the behavior of the plasma.  The most important feature is the long-range

nature of the Coulomb interaction.  This long-range force causes the ions and electrons to

act collectively; creating the novel behavior that is the focus of plasma science research.

The primary research challenge in nuclear fusion is achieving plasma

confinement.  Collisions serve to randomize the motion of the plasma particles, allowing

the transport of plasma out of the confinement region.  This transport reduces the density

and temperature of the plasma, and hence reduces the fusion output.  One method of

plasma confinement is to use a magnetic field.  This field reduces the step size of the

random motion due to collisions, allowing plasma confinement over many particle

collisions.

Section 1.4. Basis for magnetic confinement

The basis for magnetic confinement stems from the response of charged particles

to magnetic fields.  The Lorentz force law describes the reaction of a single charged

particle to electric and magnetic fields [Chen, 1984]

(1.6) ( )BvEF ×+= q .
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For the electric field, the force is along the field line and depends only on the local

electric field and particle charge.  For magnetic fields however, the force is orthogonal to

the field, and the magnitude and direction depend on the particle velocity.  Solving the

force equation for the motion of a single particle in a magnetic field derives two different

behaviors, one along the field line, and one orthogonal to the field.  Along the magnetic

field the cross product of the velocity and magnetic field is zero, producing no force.  The

particle can freely streaming along the field, acting as though the field was not present.

Orthogonal to the magnetic field, the particle undergoes circular orbits, known as

cyclotron motion.  This cyclotron motion provides the basis of magnetic confinement.

During collisions, the random step size of the particles is on the order of this orbit radius,

known as the gyro radius.  By taking the magnetic field line and wrapping it into a loop,

the particles will freely stream along the loop.  Orthogonal to the field the plasma

particles will orbit the field lines until undergoing a collision, when the step size will be

on the order of the gyro-radius.  Strengthening the magnetic field decreases this radius,

and hence reduces the plasma transport.  This method is known as toroidal confinement.
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Figure 1.1:  Toroidal coordinate system.

Toroidal confinement constructs a toroidal geometry for the plasma and magnetic

field (Fig. 1.1).  The two key directions are the long way around the torus, known as the

toroidal direction, and the short way around the torus, known as the poloidal direction.  In

addition to these directions, there are two key radii that help locate the position and size

of the plasma.  The distance from the axis of the entire torus to the point of interest is the

major radius.  The minor radius gives the distance from the center of the bulk of the torus

to the point of interest.

Early magnetic fusion studies determined that both toroidal and poloidal fields are

necessary to stability confine a plasma [Friedberg, 1987].  A range of options exists for

generating these two fields.  Magnetic fields may be generated either by currents driven
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in external coils or by currents in the plasma.  The different confinement techniques can

be organized on a scale of increasing dependence on plasma self-organization.  At the

lowest level, both the toroidal and poloidal fields can be generated by external coils,

producing a stellarator.  The next step is to a tokamak, where external coils generate the

strong toroidal field, while the toroidal plasma current generates the weaker poloidal

field.  Reducing the strength of the external toroidal field converts the tokamak into a

reverse field pinch (RFP), where the plasma current and external coils generate roughly

equal amounts of magnetic field.  Finally, the spheromak depends almost entirely on

internal currents to generate both the toroidal and poloidal magnetic fields.

Section 1.5. Importance of magnetic islands

One of the major limitations on the performance of fusion devices is the presence

of plasma instabilities.   Magnetic islands are a particularly important limiting instability

in the performance of a wide range of tokamaks [Sauter, 1997].  These islands alter the

overall magnetic field topology, degrading the plasma confinement.  This degradation

can lead to both disruptions and increased plasma transport far above the collisionally

driven transport levels.  In addition, the magnetic islands radially connect plasma regions

at different temperatures and densities.  Because magnetic fields produce no force on

particles moving along the field, the different plasmas will rapidly mix together,

assuming the average value for the pressure.  This mixing flattens the radial pressure

profile.

Magnetic islands are not confined solely to tokamaks.  Islands have also been

measured in stellarators [Jaenicke, 1988] and RFPs [Hartog, 1999].  The prevalence of
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magnetic islands across a wide range of fusion devices demonstrates that islands are an

intrinsic problem associated with the present of plasma current.  The elimination of the

islands requires an active control technique to suppress the instability during the plasma

discharge.

One suppression technique of considerable interest is active rotation control

[Mauel, in press; Navratil, 1998; Morris, 1990; Smoylakov, 1995; Kurita, 1992].

Magnetic islands generally rotate around fusion devices at the kilohertz range of

frequencies.  The island rotation interacts with the background plasma to produce rotating

perturbations in the plasma pressure and velocity profiles.  Active rotation control

attempts to use this interaction to produce damping forces that induce a reduction in the

island size [Kurita, 1992; Jensen, 1993; Yokoyama, 1996].  The external control system

alters the island motion, which then in turn changes the plasma behavior.  Understanding

how the magnetic islands interact with the plasma, particularly with the ion fluid velocity,

is crucial to understanding and improving rotation control techniques.
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Chapter 2.   Two-Fluid Plasma Model and Magnetic Islands

Section 2.1. The fluid plasma model

Plasma behavior encompasses both the plasma response to electric and magnetic

fields as well as the fluid pressure effect from the surrounding plasma.  The two-fluid

plasma model treats the ions and electrons as separate fluids using the equation

[Braginskii, 1965; Chen, 1984]

(2.1) ααα
α

α pnq
dt

d
nm ∇−×+= )( BvE

v
,

where α  denotes the species.  The first term describes the inertial response from the

species of mass αm , density n , and acceleration 
dt

d αv
.  The next two terms describe the

Lorentz response of the fluid comprised of particles with charge αq  to the electric and

magnetic fields, E  and B  respectively.  The final term describes the force due to

gradients in the pressure,

(2.2) αα nTp = ,

where αT  is the species temperature.

The two-fluid equations can be used to derive a relationship between the electric

field, pressure gradient and fluid velocity.  The inertial term in Eq. 2.1 gives rise to

cyclotron motion around the magnetic field.  This motion has a mean velocity of zero, so

this term may be ignored for fluid velocity calculations.  Taking the cross product of the

remaining terms in Eq. 2.1 with B  gives the equation
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(2.3) 
22 nBq

p

B α

α BBE
v

×∇
−×=⊥ ,

where ⊥v  is the velocity orthogonal to the magnetic field.  Both electric fields and

pressure gradients generate fluid motion.  The BE ×  electric field term is independent of

the fluid charge, and therefore is in the same direction for both the ion and electron fluids.

The second term, known as the diamagnetic term, is a function of the charge and hence

points in the opposite direction for the two fluids.

In tokamaks, the variation in the strength of the toroidal magnetic field with major

radius dampens the plasma flow in the poloidal direction [Stix, 1973].  For tokamaks, B

points largely in the toroidal direction, and hence ⊥v  points in the poloidal direction.

Since TBB ~ , Eq. 2.3 becomes

(2.4) 
T

r

T

r

nBq

p

B

E

α

α∇
−=⊥v .

However, this expectation disagrees with velocity measurements in tokamaks that have

observed large toroidal and small poloidal flow [LaHaye, 1993; LaHaye, 1994].  This

discrepancy can be attributed to the major radial variation in magnetic field strength

[Stix, 1973].  The current in the toroidal field coils generates a magnetic field varying as

(2.5) 
R

B
1

~ ,

where R  is the major radius [Griffiths, 1989].  As B  increases, the plasma undergoes

magnetic pumping, which is theorized to introduce a strong dissipation from ion

viscosity, reducing the poloidal flow [Stix, 1973].  Both theory and measurements

[LaHaye, 1993; LaHaye, 1994] indicate that the poloidal velocity will be small.
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Although magnetic pumping dampens the flow orthogonal to the magnetic field, it

does not impede fluid motion parallel to the magnetic field.  This motion can compensate

for poloidal damping by providing an equivalent velocity as the fluid moves along the

magnetic field.  In a torus, two flux functions, the field-aligned flow and the toroidal flow

can describe the mass flow. In neo-classical theory, the field-aligned flow is the poloidal

flow and is strongly damped, leaving only the toroidal flow [Stix, 1973; Hirshman,

1981].  Because the magnetic field contains both a toroidal and poloidal component,

motion along the field produces a toroidal and poloidal displacement.  The projection of a

large parallel velocity can produce a net poloidal velocity equal to that driven by the

electric and pressure gradient forces.  This motion sharply increases the predicted toroidal

velocity according to the following equation where v=v  [Kluber, 1991; deVries, 1997]

(2.6) 
r

p

qnBB

E
v

B

B
vv

pp

r

P

T
T ∂

∂+=⋅= ⊥
1

~ || .

Because a torus is a closed system, the velocity corresponds to motion around a

circle, and is equivalent to frequency.  The toroidal velocity can be converted into a

frequency of rotation αω using the relation

(2.7) 
R

vT

π
ωα 2

= .

The electric field and diamagnetic terms can similarly be transformed into frequencies,

producing the equation

(2.8) αα ωωω *+= E ,

where the electric field term is

(2.9) 
p

r
E B

E

Rπ
ω

2

1= ,
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and the diamagnetic term for the species α  is

(2.10) 
pnBq

p

R α

α
α π

ω ∇±=
2

1
* .

Section 2.2. Effect of neutral damping on plasma behavior

The presence of neutral particles can dampen the plasma velocity [Braginskii,

1965; Rowan, 1993].  Neutral particles can be converted into plasma particles by either

charge exchange or ionization reactions [Eletsky, 1983].  When a neutral particle is

ionized, the new particle appears with effectively zero velocity, thereby reducing the

momentum in the plasma.  In charge exchange reactions, the electron from the neutral

transfers to a plasma ion, replacing the fast ion with a new cold, stationary one

(2.11) BABA +→+ ++ .

This process substantially dampens the ion velocity, as it completely removes the original

ion momentum from the plasma, producing a large slowing of the ion velocity.  The

dominance of the charge-exchange reaction in reducing the ion velocity stems from the

large ion mass [Braginskii, 1965].  After losing its momentum, an ion is much slower to

return to its former velocity than an electron.  When acted on by a force, such as the

electric and diamagnetic forces driving fluid motion, the electron acceleration ea  is a

mass ratio larger than the ion acceleration iona

(2.12) 3627=≈
e

ion

ion

e

m

m

a

a
.

Work on the TEXT tokamak developed a term in the ion velocity equation that

incorporated neutral damping effects [Rowan, 1993].  The model assumes that the neutral
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particles have essentially zero velocity compared to the ions.  The charge exchange

removes the ion momentum from the system and introduces a new stationary ion.  The

model reduces the prediction of Eq. 2.8 by a factor cxF  [Rowan, 1993; Valanju, 1992]

(2.13) ( )iEcxicxi FF *CX No ωωωω −== .

cxF  ranges in value from 10 ≤≤ cxF , where one corresponds to no effect from the

neutrals (typically due to full ionization), and zero corresponds to the complete

suppression of the flow (from high neutral densities).  Theoretical work [Valanju, 1992;

Rowan, 1993] suggested cxF  has the form

(2.14) 

transit

cx
cx

r

R
F

ω
ν

π

22
1

1






+

= ,

where cxν  is the charge exchange frequency and transitω  is the transit frequency [Bell,

1979]

(2.15) 
s

i

transit qR
M

T

=ω .

The charge exchange frequency is function of the charge exchange cross section and the

neutral particle number.  The cross section is a weak function of temperature, being

roughly constant for the temperatures typical of HBT-EP.  Experiments on the TEXT

tokamak demonstrated that charge exchange significantly altered the velocity profile

[Rowan, 1993].
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Section 2.3. Interaction between magnetic islands and the plasma fluid

The two equations for the electron and ion fluids can be combined to form a force

balance equation and a generalization of Ohm’s law.  The large mass difference between

the electrons em  and the deuterium atoms Dm  forming the plasma

(2.16) 3672=
e

D

m

m
,

allows the use of approximations for the plasma mass density, velocity, and current

respectively

(2.17) 

( )

( )

( ) ( ).

,
1

,

eieeii

ei
eeii

ei

nenne

mM

mM
mnMn

mMnmnMn

vvvvj

vv
vvv

−≈−=
+
+

≈+=

+≈+=

ρ

ρ

Subtracting the two-fluid equations with the inclusion of resistive effects extends Ohm’s

law to treat plasmas

(2.18) ( )ep
en

∇−×+=×+ BjjBvE
1η ,

where η  is the plasma resistivity.  Substituting Eq. 2.17 in for the velocity and current,

and then taking the curl of Eq. 2.18 gives

(2.19) ( )Bv
B ××∇=

∂
∂

et
.

This equation states that the electron fluid moves with, or in standard plasma terminology

is frozen to, the magnetic field lines.  Motion of the magnetic field drags the electron

fluid with it at the same velocity [Kluber, 1991].  Equation 2.19 links the motion of the

magnetic field to the motion of the electron fluid.
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Section 2.4. Formation of magnetic islands

Magnetic islands are an important limitation in the performance of tokamaks.  The

formation of magnetic islands requires the presence of resistivity in the plasma [Bateman,

1978; Friedberg, 1987].  The ideal Ohm’s law precludes the change in the magnetic field

required to form magnetic islands.  The inclusion of even a very small amount of

resistivity allows this topology change.  If a region exists where the velocity v , the field

B , or the cross product of the two is zero, then Ohm’s law with resistivity (Eq. 2.18)

becomes

(2.20) jE η≈ .

Taking the curl of this equation produces

(2.21) ,2

0
B

B ∇≈
∂
∂

µ
η

t

which is a diffusion equation for the magnetic field.  Now, the field can diffuse, changing

the overall magnetic field topology.

Section 2.5. Location of magnetic islands

The magnetic field tearing that creates magnetic islands in a tokamak can only

occur at specific surfaces known as rational surfaces [Bateman, 1978].  The perturbation

in the magnetic field can be expanded as

(2.22) xikyik
eB θϕ −

~ .

At the tearing region

(2.23) 
,0

,0

=−
=⋅

θθϕϕ BkBk

Bk
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(2.24) 
.

,

a

m
k

R

n
k

=

=

θ

φ

where m  and n  are integers.  Defining a new quantity q  measuring the pitch of the

magnetic field

(2.25) 
θ

φ
RB

aB
q = .

Solving Equation 2.23 gives

(2.26) 
n

m
q = .

m=3, n=2

q=1.5

m=3, n=1

q=3

m=2, n=1

q=2

increasing plasma minor radius

Figure 2.1:  Magnetic field lines for various m and n numbers.

This relation implies that the magnetic islands form only on surfaces where the q  value

is a ratio of integers.  The magnetic island adopts the same geometric structure as the

rational surface field lines.  The islands commonly encountered in tokamaks are

illustrated in Figure 2.1.  The standard notation describes the island using the m and n

number of the rational surface as a ratio m/n.  For example, the m=2, n=1 island at the

q=2 surface is called the 2/1 island.

The current perturbation at the particular q surface produces the magnetic island.

When the 2/1 island forms, the current separates into two channels.  These channels
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produce a poloidal field varying in strength and direction around the cross section.

Magnetic diagnostics of m=2 islands use this variation to detect the presence of the

island.  The central points of the current perturbations are referred to as O-points, because

the magnetic field around this point has a closed "O" shape.  Correspondingly, the X-

point is the location where the field lines from the separate current channels cross to form

an "X" shape.  These two points are the main focus of analysis in both experiments and

theories.  In the actual device, the perturbed current and field would be superimposed on

the current and magnetic field from the rest of the plasma, creating a helical perturbation

in the current and magnetic field.
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Chapter 3.   Magnetic Island Experiments on HBT-EP

Section 3.1. Introduction to the HBT-EP experiment

The HBT-EP (High Beta Tokamak – Extended Pulse) tokamak is an experiment

studying the behavior and control of instabilities relevant to magnetic fusion [Mauel, in

press; Navratil, 1998].  The experiment uses an array of diagnostics and an active rotation

control system to study the behavior of magnetic islands.  In particular, Mach probes

extensively measured the pressure and velocity perturbations due to the magnetic islands.

For the HBT-EP experiment, the major radius of the plasma is typically

cm94~R  and the minor radius is cm13~a .   The average plasma density is

3
18 1

106
m

× , while the peak temperature is around eV 150 .  A system of capacitor banks

supplies the currents for both forming the confining magnetic fields and drives the

plasma current.  These coils create a toroidal field of 0.34 T and drive 14 kA of current.

Plasma current serves to both produce the poloidal field and heat the plasma.  The

vacuum chamber consists of 20 curved aluminum sections.  Each section contains a pair

of conducting shells as well as a number of ports for diagnostic and maintenance access.

Two cryogenic pumps keep the base pressure in the UHV (ultra-high vacuum) region at

torr1062~ 8−⋅−p .  During the plasma discharge pulse, deuterium gas is puffed to fill

the chamber to a pressure of torr102~ 5−⋅puffp  to form the plasma.  A computer

system controls the triggering of the plasma discharge and saves the data stored by the

CAMAC digitizers into the MDS database.
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Section 3.2. Active rotation control system

The key features for the study of magnetic islands on HBT-EP were the

diagnostics and the external rotation control system.  Magnetic islands create distinct

perturbations in the magnetic field, with each type of island (2/1, 3/2, 3/1, etc.)

possessing its own signature.  This signature allows for the external detection of the

internal island.  In addition, the magnetic island structure resonantly interacts with

external fields with the same structure.  This allows the external control of the island

velocity by imposing a rotating resonant magnetic perturbation (RMP) on the plasma.

Changing the rotation rate of the RMP alters the island rotation.  A system of external

coils, with two MW10 audio frequency amplifiers each driving a set of two coils pairs,

creates the RMP.  The coils are placed over quartz insulating breaks in the vacuum

chamber.  This allows the audio frequency fields to penetrate into the plasma while still

using coils outside the conducting vacuum chamber.  This system successfully changed

the magnetic island frequency in a number of experiments [Mauel, in press; Navratil,

1998].

Section 3.3. Inductive diagnostics

A variety of diagnostics measure the plasma behavior.  The first set of diagnostics

makes inductive measurements of the currents, voltages, and magnetic fields in the

plasma [Hutchinson, 1987].  A wire running toroidally around the tokamak measures the

loop voltage drop loopV .  A Rogowski coil measures the toroidal plasma current pI .

Varying the density of the Rogowski coil winding according to
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(3.1) ( ) )sin(~or  cos~ θθ mm ,

allows the coil to measure plasma current perturbations with that particular m  structure,

creating a Fourier-analyzing Rogowski coil.  The 1=m  coils helps determine the vertical

and horizontal displacement of the plasma current, and the 3,2=m  coils observe the

current perturbations from the formation of magnetic islands and various kink mode

instabilities. The toroidal field φB  is calculated from the current in the toroidal field coils,

and the major radius R  from the 1=m  Fourier analyzing Rogowski coil.   The minor

radius a  is calculated from the smallest value of the difference between the various

limiter positions and the plasma major radius, and the poloidal field θB  from the plasma

current and minor radius.  The q  value at the edge of the plasma, referred to as *q  is

(3.2) 
θ

φ

RB

aB
q =* .

This value determines the highest q  in the plasma.  Finally, the current perturbation

measurements from the Fourier-analyzing Rogowski coils are supplemented by shell

mounted probes (SMP’s) measuring the local perturbation in the poloidal field.  A set of

sixteen point coils mounted on the two conducting shells at one toroidal location provides

poloidally-resolved measurement of magnetic island and kink mode magnetic field

fluctuations.

Section 3.4. Plasma pressure diagnostics

The second set of diagnostics measures changes in the plasma density and

temperature [Hutchinson, 1987].  A microwave interferometer operating at GHz 94
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measures the line-integrated density along a central chord.  A single channel radiometer

measures the radiated power over a wide viewing angle.  Two multi-channel systems

complement the single channel radiometer.  The first system is a fan array of 16 soft x-

ray detectors on a single IC package, viewing the plasma from a set of chords emerging

from a single point.  The fan array observes changes in the density and temperature due

to both sawteeth oscillations and islands near the core of the plasma, such as the 3/2

magnetic island.

The second system is a tomographic array of 32 soft x-ray detectors.  Each

detector views a separate chord in vertical, horizontal, and diagonal directions.  This

system focuses on obtaining data to reconstruct the emission profile using techniques

similar to those used in computed axial tomography (CAT) scans.  The second main use

is to detect soft x-ray fluctuations due to magnetic islands in the outer portion of the

plasma, such as the 2/1 magnetic island.

Section 3.5. Physical layout of HBT-EP

Figures 3.1-3.2 illustrate the physical layout of the tokamak.  Figure 3.1 is a top

view of the experiment.  A set of twenty large coils generates the toroidal field.  The

Ohmic heating coil in the center of the device drives the plasma current by acting as an

air core transformer.  The vacuum chamber sits inside the bore of the toroidal field coils.

The UHV chamber has numerous ConFlat vacuum ports for diagnostic and pump system

access to the plasma.  Figure 3.2 schematically illustrates the layout, where the torus was

cut toroidally along the inboard side, poloidally along the north edge of the device, and

then flattened out.  An angle convention allows for easy identification of positions on the
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chamber.  This system defines the poloidal angle zero point as the outboard side of the

torus, with the top of the device at o90  and the inboard side at o180 .  The zero point for

the toroidal angle is at the north face of the tokamak, with the west face at o90  and the

south at o180 .

Figure 3.1:  Top view of the HBT-EP tokamak.

Toroidal Field

Ohmic Heating

Vertical Field

Saddle Coils

Magnetic Field System

Chamber Segment

Spool Piece

Bellows

Quartz Piece

Vacuum System

Langmuir/
Mach Probe

Langmuir/
Mach Probe



23

360

BellowsSpool pieceQuartz LimiterShell positioner

Toroidal Angle

P
ol

oi
da

l A
ng

le

0 90 180 270
-180

-90

0

90

180

Radiometer

Cryo pump GDC electrode

Puff valve

Ion gauge

Convectron
gauge

Soft X-ray
Tomography

HBT-EP Porthole Layout

Puff valve

Puff valve Puff valve

Rotatable
Mach probe

Residual gas
analyzer port

Thomson 
scattering section

Soft X-ray fan
array

Microwave
interferometer

input

Microwave
interferometer

output

Shell mounted
probe feedthrough

Shell mounted
probe feedthrough

Fixed Mach 
probe

Electron gun for
breakdown

Optical viewport Cyro and
turbo pump

SouthWest EastNorth

Figure 3.2:  HBT-EP coordinate system.

Velocity measurements require a coordinate system to determine the sign of the

velocity.  The most convenient system would have positive velocity be in the same

direction as the magnetic island motion, which is counter to the plasma current (Fig 3.3).

An inward pointing radial electric field crossed with the poloidal magnetic field drives

the fluid motion in this positive direction.  The inward pointing pressure gradient drives

ion flow in the negative and electron flow in the positive directions.  Although the

coordinate system defined earlier is very convenient from the lab perspective, a different

system is more useful for dealing with the magnetic island and plasma fluid motion.  In
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the new system, the original poloidal angle θ  is transformed to the new angle islandθ

using

(3.3) πθθ +−=island .

This redefinition converts the outboard edge to o180  and the inboard side to o360  (Fig.

3.3).  In the new system the island, ion fluid, and electron fluid move in the direction of

decreasing toroidal and poloidal angle.

Figure 3.3:  HBT-EP coordinate system for velocity measurements.

Section 3.6. Mach probe theory

The Mach probe [Hutchinson, 1987] is a directional version of the Langmuir

probe [Hershkowitz, 1989] measuring the ratio of the ion velocity to the plasma sound

speed.  The electrode of the Langmuir probe is cut in half, separated by an insulator, and

oriented orthogonal to the flow to produce an upstream and downstream electrode.  This

separation provides the directionality necessary to measure the velocity.   The two probe
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electrodes view different velocity distributions.  The upstream electrode views a

Maxwellian distribution of velocity shifted in the positive velocity direction, allowing the

upstream probe to collect more current relative to stationary plasma.  The opposite

situation occurs for the downstream electrode.  This electrode sees the plasma moving

away from it with a Maxwellian distribution shifted in the negative velocity direction.

Thus, the downstream electrode collects less current.  A comparison of the upstream and

downstream currents allows the determination of the plasma velocity.

The velocity is calculated using a theory developed by Hutchinson for the ion

saturation current measured by probes in a strong magnetic field.  This theory is for the

flow along the magnetic field, which in a tokamak is effectively the toroidal direction.

The Boltzmann relation for electron density is combined with the one-dimensional

continuity and momentum equations.  These equations include terms describing the

density and momentum exchange between the region sampled by the probe and the rest

of the plasma.  An approximate solution to the system of equations is

(3.4) ( )MM
n

n −= ∞
∞

exp ,

where n  is the local density, ∞n  is the density far from the probe, M  is the local Mach

number and ∞M  is the plasma velocity far from the probe.  The Mach number is defined

as the ratio of the ion velocity to the ion sound speed

(3.5) 
s

i

c

v
M = ,

(3.6) 
M

TT
c ie

s

+= .
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Looking at the boundary between the pre-sheath and sheath regions, the upstream

electrode measures a density upn  of

(3.7) ( )MM
n

nup −= ∞
∞

exp ,

while the downstream electrode measures downn

(3.8) ( )MM
n

ndown −−= ∞
∞

exp ,

where the plasma flow is in the opposite direction.  Dividing these two equations cancels

the local Mach number producing

(3.9) ( )∞= M
n

n

down

up 2exp .

When biased to a sufficient negative voltage, the upstream and downstream electrodes

draw ion saturation current

(3.10) esat TnAI ⋅⋅⋅= 6.0 .

Solving for n  measured by the upstream and downstream probes and substituting into

Equation 3.9 gives

(3.11) ( )∞= M
I

I

down

up 2exp ,

where upI  and downI  are the ion saturation currents for the up and down stream probes

respectively.  Solving for the Mach number gives the relation

(3.12) 





=∞

down

up

I

I
M log

2

1
,

which calculates the Mach number of the plasma, and in turn the ion velocity.  Since the

Mach probe is a Langmuir probe cut in half, it is reasonable to expect that adding both
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the side probe signals together will reproduce the single probe behavior.  The mean of the

up and down stream electrode currents demonstrate little dependence on the Mach

number, and reproduce the ion saturation current formula [Hutchinson, 1987].

Experiments in the KAIST tokamak reproduced the Mach number relationship

between the ion velocity and ratio of the ion saturation currents [Yang, 1994].  Other

theories exist for the interpretation of Mach probe signals, most notably the theory

developed by Stangeby.  The paper by Peterson summarizes and compares several of

these models.  However, the difference between the theories is significant only at large

Mach numbers.  For the typical range of Mach numbers on HBT-EP, the models

converge.

Section 3.7. Mach probe system on HBT-EP

Figure 3.4:  Mach probe layout.
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Although Langmuir and Mach probes can provide a wealth of critical information

on the plasma [Hershkowitz, 1989], the application of these diagnostics to tokamaks has

largely been limited to the edge plasmas [Boedo, 1998; Howling, 1988; MacLatchy,

1992; Xiao, 1994].  The two main difficulties are the perturbation of the overall plasma

behavior and melting of the probes.  The probe system on HBT-EP overcame the

perturbation issue by reducing the probe dimensions, and using a pair of probes at

separate locations to measure the local perturbation from probe insertion.  The melting

problem was managed through the careful selection of material for the probe tip and

electrode materials, as well as the operation of the system as a double probe to limit the

current to the ion saturation level.

The probe assembly was designed to allow straightforward installation and

replacement (Fig. 3.4).  The electrodes were constructed of mm 0.1  diameter platinum

wire from Goodfellow Corporation.  Platinum combines high temperature tolerance and

low reactivity with a low secondary electron emission coefficient. Flattening the

electrodes in a vise enhanced the directionality of the probe by creating a flat inch 017.0

deep region with a height of inch 076.0  and a width of inch 080.0 .   A boron nitride tip

housed the three electrodes.  The probe was operated as a double probe, biasing the two

side electrodes relative to the central electrode.  Carborumdum supplied AX-05 Combat

Grade Boron Nitride, the highest purity BN available, for the tip.  Boron nitride is a

machineable ceramic with high temperature and heat tolerances as well as good vacuum

properties.  Solvents should not be used to clean BN, as the material readily absorbs the

liquids.  Rather, baking the part at F 600o  removes fingerprints, oils, etc., from the

material.  Teflon coated wire was silver soldered to the electrodes and the three wires
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were twisted so that the two side electrode wires wrapped around the biasing electrode

wire.  An eight-inch long alumina tube housed the probe tip assembly and wires.  The tip

was attached to the alumina using Resbond 907 Industrial Strength Fireproof Adhesive

from Cotronics Corporation.  The adhesive bonds ceramic materials and has been

demonstrated with experience to be UHV compatible.  At the end of the alumina tube

connectors were soldered onto the wires, allowing the probe tip assembly to be installed

or removed without disturbing the rest of the probe system.

The vacuum portion of the probe system allows the changing of the probe

position between plasma shots.  The probe tip assembly slides inches 2~  into a stainless

steel shaft vacuum welded to a double-sided blank flange.  Set screws hold the assembly

in place, and the wires plug into connectors held in a Teflon plug.  Teflon coated wire

connects the plug to the electrical feedthrough.  One of the probes includes a rotatable

feedthrough from Kurt Lesker.  The feedthrough allows the rotation of the probe about its

long axis between shots while under vacuum, allowing measurements of both toroidal

and poloidal plasma flows.  A double pumped vacuum system maintains UHV conditions

during probe rotation.  It should be carefully noted that the screw holes on this

feedthrough are tapped for metric screws.  The other probe measured only toroidal

motion.  An edge-welded bellows from Standard Bellows Company contains the probe

assembly and steel shaft.  The bellows allows the probe to be inserted to near the center

of the plasma and removed past a gate valve under UHV.

The electrical portion of the probe system performed the probe biasing and

measures the current drawn by the plasma.  The two side electrodes were connected to

the negative terminal of a DC power supply.  A diode was placed in series with the
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negative terminal to prevent damage to the supply from reverse biasing.  The biasing

electrode was connected to the positive terminal.  The typical bias voltage was V 150− .

Rogowski coils from Pearson Electronics measures the current through each of the side

electrodes.  To reduce pickup of the vertical magnetic field, the coils where housed in

aluminum Bud boxes.  The output of the Rogowski coils was amplified, and the output

digitized at kHz 500 .

Section 3.8. Operation of the Mach probe diagnostic

An extensive number of tests verified the operation of the Mach probes.

Unplugging one of the electrodes from the power supply and observing no change in the

current drawn by the other electrode verified the biasing scheme.  The directionality of

the probe was verified using the rotatable feedthrough, rotating the probe o180  between

shots.  This act switched the signals measured on the probe electrodes for both toroidal

and poloidal measurements, verifying the directionality.  Placing both probes at the same

major radial location demonstrated the agreement between the diagnostics.

The effect of the probes on the global and local plasma behavior determined their

insertion limits.  The presence of two separate probes allowed for the measurement of the

local plasma perturbation.  For 692.0>
a

r
, the location of the second probe produced no

change in the other probe signal.  Beyond this point, the downstream probe detected a

decrease in the current drawn by the upstream electrode when placed at the same major

radius as the other probe.  However, the upstream probe at the same radial location did
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not affect the downstream probe signal for 692.0>
a

r
.  The limit on insertion due to

arcing was 577.0=
a

r
.  The probe limits are plotted in Fig. 3.5.

For magnetic island studies, key plasma parameters were held constant between

the different shots.  The plasma current, major radial position, edge q, loop voltage, m=2

and m=3 fluctuations, line integrated density, and central soft x-ray emissions were

similar for the discharges.  This was verified by comparing these quantities to those of

shot 16982, which served as the standard for evaluating the quality of the discharge.

After extensive clean-up shots, typical 2 out of 3 or 3 out of 5 shots would reproduce shot

16982.  In total, this research encompassed shot numbers from the 12000’s to the 19700’s,

or roughly 8000 shots.

Figure 3.5:  Poloidal cross-section illustrating the limits of probe insertion.
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Chapter 4.   Effect of Magnetic Islands on the Ion Velocity

Section 4.1. Magnetic islands, diamagnetism and neutral damping

The effect of magnetic islands on the pressure profile can potentially alter the ion

motion by changing the diamagnetic velocity.  The weaker electric fields and stronger

neutral damping seen in tokamaks with Ohmic heating could allow this velocity term to

play a significant role in determining the ion and electron fluid behaviors.  Previous

experiments demonstrated that magnetic islands could alter the pressure profile, and

hence change the diamagnetic velocity.  Two key velocity observations were made on the

HBT-EP tokamak using the Mach probe system.  First, the ion velocity profile had a

large peak located near the center of the 2/1 magnetic island.  Second, the ion velocity at

this peak was significantly lower than the magnetic island velocity.  These observations

suggest that diamagnetic and neutral damping effects may contribute to the ion velocity.

The inclusion of these effects could help explain the differences between the velocity and

acceleration of magnetic islands and the nearby ion fluid seen in previous rotation control

experiments on other tokamaks.

The fluid equations described in Chapter 2 outline the response of the ion and

electron fluids to radial electric fields, pressure gradients, and neutral damping.

Experiments on the TEXT tokamak demonstrated agreement between the predictions of

these equations and the ion velocity [Rowan, 1993].  These experiments measured a

reduction of the ion velocity due to the loss of momentum through charge exchange

reactions with neutral particles [Rowan, 1993].  The damping factor developed for TEXT
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would predict a reduction in the ion velocity of %30~cxF  for a neutral fraction of

particles of %8.0≤plasman nn .  The TEXT experiment also calculated the contributions

to the ion velocity from radial electric fields and diamagnetism, supporting the validity of

Eq. 2.14.  However, the effects of magnetic islands were not included in the diamagnetic

term.  In addition, neutral damping could potentially alter not only the ion velocity but

also the ion acceleration during active rotation control.

Magnetic islands can alter the fluid velocities by changing the pressure profile,

and hence changing the diamagnetic velocity.  Extensive experimental evidence shows

that magnetic islands alter the plasma pressure profile.  Experiments on the ORMAK

tokamak [Vahala, 1980] tracked moving temperature perturbations using soft x-ray

emissions and connected them to magnetic islands.  Similar results were measured on the

TEXTOR [deVries, 1997], RTP [VanMilligen, 1993], and TEXT [Brower, 1993]

tokamaks and the W-7 stellarator [Jaenicke, 1988].  These experiments related density or

temperature perturbations to the rotating magnetic island structure.  Experiments on

TFTR further demonstrated that changes in the pressure profile produced a corresponding

change in the island growth [Chang, 1995].  These results demonstrate that magnetic

islands interact with the pressure profile; however, they did not connect changes in

pressure profile to changes in the ion velocity.

Section 4.2. Magnitude of the electric field term

The motion of the magnetic island, ion fluid, and electron fluid becomes

straightforward to describe when the electric field is the dominant term in the velocity
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equation.  If few neutral particles are present so that 1~cxF , and the electric field

velocity is much larger than the diamagnetic velocity, 
α

ωω *>>E , Eq. 2.14 reduces to

(4.1) Eωωα = .

Since this velocity is independent of the mass and charge of the fluid particles, the ion

and electron fluids will move at the same velocity.

This situation appeared in the DIII-D [LaHaye, 1993; LaHaye, 1994] and JET

[Snipes, 1988] tokamaks, two of the largest tokamaks in the world.  In the DIII-D device,

the electric field term in the fluid velocity equations dominates over the negligible

diamagnetic term, except at the extreme edge of the plasma, 1≈ar  [LaHaye, 1994].

The neutral beam heating system acted as a significant source of momentum, thereby

increasing the radial electric field.  In addition, the extensive plasma heating systems and

good plasma confinement allowed the achievement of a fully ionized plasma, thereby

reducing neutral damping effects.  Static locking experiments demonstrated that stopping

the island motion in turn brought the plasma velocity to near zero [LaHaye, 1994].  The

large magnitude of the radial electric field, 
m

kV
20~>< rE  caused the ion and electron

fluids, and in turn the magnetic island, to move at the same velocity.  These results

encouraged the acceptance of the assumption that the ion velocity is equal to the

magnetic island velocity.

These conditions are not present in all tokamaks.  Many smaller tokamaks and

RFP’s, similar in size to HBT-EP, measure radial electric fields on the order of

m

kV
71~ −rE  [Xiao, 1994; MacLatchy, 1992; Antoni, 1996].  Diamagnetic terms can

then play a significant role in determining the fluid velocities, as seen on the TEXT
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experiment [Rowan, 1993].  In addition, smaller devices lack the T 2≥TB  magnetic

fields and extensive auxiliary heating systems of the large tokamaks.  This reduces the

density and temperature, which allows the penetration of neutral particles into the plasma.

These neutral particles then in turn reduce the ion fluid velocity [Rowan, 1993].  These

two effects can combine to separate the motion of the ion and electron fluids.

Section 4.3. Measurements of ion fluid and magnetic island velocities

The COMPASS-C [Hender, 1992] and JFT-2M [Oasa, 1995] tokamaks measured

separate motion of the ion fluid and magnetic islands during active rotation control.  The

COMPASS-C experiment used a system of external coils to produce a stationary 2/1

magnetic island.  The appearance of this stationary island reduced the ion velocity at the

q~2 surface by kHz 7− .  However, natural 2/1 islands rotated at about kHz 14 , which

would correspond to a change in the island velocity of kHz 14− .  Hender attempted to

explain this difference by attributing it to either a large shear in the velocity profile

creating erroneous ion velocity measurements, or that the island flattened the pressure

profile and hence reduced diamagnetic velocity.  However, neither the ion velocity

profile or pressure profile was presented as evidence.

The JFT-2M tokamak [Oasa, 1995] observed similar behavior during active

rotation control experiments.  Frequency ramp resonant magnetic perturbations

succeeded in changing both the magnetic island and ion velocities.  However, the

acceleration experienced by the island was three times larger than that experienced by the

ion fluid.  One explanation offered suggested that the "no-slip" condition between the
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island and the plasma might not always hold true.  As demonstrated by the fluid

equations, this is possible if pressure gradients and/or neutral damping are present.

Section 4.4. Models of the island effect on the diamagnetic velocity

Theoretical models suggested that the profile changes from magnetic islands alter

the diamagnetic velocity.  A two-fluid simulation of the effect of magnetic islands on the

pressure calculated that the gradient inside the magnetic island would decay to near zero,

0~p∇ , on the order of 10Rτ , a tenth of the resistive time scale [Scott, 1985].  For

HBT-EP, this time is ms 45.0~ , or approximately 161  of the plasma shot length.  Finn

also performed a two-fluid plasma simulation demonstrating that magnetic islands alter

the pressure profile, which in turn changed the diamagnetic velocity and hence the ion

velocity [Finn, 1998].  These simulations differed, however, on the extent of the pressure

flattening.  In the Scott simulation the pressure flattened, 0→∇p , over the entire

magnetic island, while Finn determined that the flattening was a function of ratio of the

ion sound speed to the Alfven speed for the propagation of magnetic fluctuations.  For

HBT-EP, this ratio is

(4.2) 03.0~
Alfven

s

v

c
.

This value corresponds to a reduction of the pressure gradient over a portion of the island.

Fitzpatrick determined a similar result using a diffusion-based model [Fitzpatrick, 1995].

Tokamaks the size of HBT-EP would not expect complete flattening of the pressure

profile inside the magnetic island until the width is cm 3≥ .  These differing expectations
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necessitate the measurement of both the pressure perturbations from the magnetic island,

and the effect on the ion velocity profile.

Section 4.5. Magnetic island and ion fluid interactions

The HBT-EP tokamak offers the opportunity to demonstrate the importance of the

interaction between magnetic islands and the ion fluid velocity.  The effect of

diamagnetism and neutral damping on the ion fluid velocity could potentially explain the

difference between the ion fluid and magnetic island velocity observed on COMPASS-C

and JFT-2M.  HBT-EP observed similar velocity behavior as these tokamaks.  Two

features on HBT-EP suggest the presence of neutral damping and diamagnetic velocity

effects from the magnetic island.  Figure 4.1 plots the radial profile of the toroidal ion

velocity.  A large peak in the velocity profile occurs at the location of the 2/1 magnetic

island.  Localized pressure flattening would eliminate the local diamagnetic velocity,

thereby increasing the local ion velocity.  Figure 4.2 compares the velocity of the 2/1

magnetic island and the local ion fluid.  Since the magnetic island moves with the

electron fluid, this plot effectively compares the ion and electron velocities.  The factor of

three difference between the velocities could be explained by the presence of neutral

damping.  These two plots suggest that magnetic islands, through diamagnetism and

neutral damping, play a significant role in determining the ion velocity.
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 Fig 4.1:  Radial profile of the toroidal ion velocity.

Fig 4.2:  Time evolution of the ion fluid velocity and magnetic island velocity.
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the ion velocity profile.  The results show that the peak in the ion velocity profile could

be produced through changes in the diamagnetic velocity, and that neutral damping could

be responsible for the factor of three reduction in the ion velocity as compared to the

island velocity.
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Chapter 5.   Non-stationary Signal Analysis of Magnetic Islands

Section 5.1. Introduction

The measurement of rotating magnetic islands in the HBT-EP tokamak required a

new data analysis technique to determine the frequency, amplitude, and phase of the

rotating perturbations.  In addition, a method was required to transform data from

stationary detectors into the frame of reference of the magnetic island.  Both these needs

were met using the Hilbert transform.

Magnetic islands are common in a wide variety of magnetic fusion energy (MFE)

devices [Sauter, 1997].  Magnetic islands generally rotate in these devices, creating

perturbations that appear on diagnostics as a signal

(5.1) ))(cos()()( ttatf ϕ= ,

where )(ta is the amplitude of the perturbation and )(tϕ is the phase.  Figure 5.1 plots a

typical signal, along with the amplitude, frequency, and phase of the signal.  The time

evolution the amplitude and frequency makes the calculation of the spectral quantities

difficult.  Standard analysis methods using discrete Fourier transforms [Bracewell, 1986]

fail because of the time evolution, necessitating non-stationary signal analysis techniques

in order to capture the island dynamics.  The Hilbert transform offers an efficient and

straightforward technique for calculating the time evolution of the amplitude, phase, and

frequency of magnetic island perturbations.  The Hilbert transform is extensively used in

signal processing applications to determine the spectral quantities of signals from a
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Figure 5.1:  Example of a non-stationary signal.  (a) is the signal, (b) is the amplitude, (c) is the frequency,
and (d) is the phase.

variety of sources [Cohen, 1992; Cohen, 1995; Okunev, 1997].  The use of this transform

in plasma physics has been largely limited to theoretical work.  The Hilbert transform

calculated the complex envelope of high frequency electromagnetic waves in plasmas in

order to reduce the computational time and ease the comparison with theory [Ghizzo,

1995].  Another application calculated the Hilbert transform of a Gaussian function to

produce the dispersion function, )(ξZ , for waves in hot plasmas [Fried, 1961].

However, the application to magnetic island studies has been limited.

An importance focus of current magnetic fusion research is the control of

magnetic islands with resonant magnetic perturbations (RMPs).  These perturbations

mimic the magnetic structure of the islands, providing an external means for interacting

with the island.  Synchronous RMPs act to reduce the island size through negative

feedback, using the magnetic perturbation from the island as the input signal [Mauel, in

press; Navratil, 1998; Morris, 1990].  Measurements of the island phase )(tϕ  determine
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the proper perturbation phase for producing negative feedback.  Changes in the magnetic

island amplitude )(ta  and the rotation frequency )(tν  measure the success of the

feedback control.  Asynchronous RMPs attempt to reduce the island size by changing the

rotation frequency of the magnetic island [Mauel, in press; Navratil, 1998; Morris, 1990].

Theories predict that changes in the interaction between the magnetic island and the

plasma will reduce the island amplitude [Boozer, 1996; Smolyakov, 1995].

Measurements of the island amplitude )(ta  and frequency )(tν  also judge the success of

rotation control.  Furthermore, since the success of the damping depends on the

interaction with the plasma, the spectral response of plasma perturbations to rotation

control also requires measurement.  Finally, fundamental studies of island behavior focus

on how the magnetic island structure interacts with the plasma [Finn, 1998; Fitzpatrick,

1995].  Since this structure rotates in experiments, diagnostics measure the island

properties in the laboratory frame rather than the magnetic island frame of reference.

Knowledge of the measurement phase allows the conversion to a frame of reference co-

rotating with the island, providing data that can be more directly compared to theoretical

predictions.

The importance of the amplitude, phase, and frequency in magnetic island studies

led to the implementation of a wide range of techniques to determine these spectral

quantities.  The simplest technique tracks the maximum and minimum of magnetic

signals to determine the location of the magnetic O and X points, respectively, of the

magnetic island [deVries, 1997; VanMilligen, 1993].  A similar method tracks the zero

crossing of the magnetic signals from spatially separated detectors to quantify the island

propagation [Kluber, 1991].  The main weakness of these methods is that they ignore the
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bulk of the data at the expense of only one or two points per cycle.  Meaningful analysis

requires lengthy time sampling with slow changes in the amplitude and frequency.  The

quadrature technique can also measure the spectral quantities of magnetic islands

[Navratil, 1998].  However, this technique can only analyze signals that possess both a

sine and cosine phase, limiting its application.  Spectrogram analysis calculates the time

history of the full Fourier spectrum of island signals [VanMilligen, 1993; Oasa, 1995].

The spectrogram generally wastes the bulk of the performed calculations for island

studies, since normally the evolution of only one frequency component is of interest.  The

complex demodulation heterodyne technique reduces the number of calculations

compared to the spectrogram, but retains information on the fundamental frequency and

the harmonics of the island perturbation [Gasquet, 1997].  However, the method requires

additional programming and the careful selection of a digital filter.  The key advantage of

the Hilbert transform method is that it offers a straightforward and efficient method for

calculating the three spectral quantities from one signal.  In addition, the transform is

already implemented in many data analysis programs, such as IDLTM and MATLABTM,

allowing the straightforward application to magnetic island data.

Section 5.2. Hilbert transform

This section summarizes the Hilbert transform properties relevant to magnetic

island measurements.  Determining the spectral quantities is simple if the quadrature

component of the signal is known [Boashash 1992].  A quadrature signal is 90° out of

phase with respect to the original signal.  The quadrature component for 5.1 is

(5.2) ))(sin()()( ttatg ϕ= .
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The combination of Eqs. 5.1 and 5.2 can determine the amplitude, phase, and frequency

of the signal using the respective relations

(5.3) )()()( 22 tgtfta += ,

(5.4) 





= −

)(

)(
tan)( 1
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Equations 5.1 and 5.2 can be combined to form the analytic function )(ts  [Cohen, 1992;

Boashash, 1992]

(5.6) [ ]
).()(   

))(sin())(cos()(   
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⋅+=
⋅+=
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Using the analytic function, Eqs. 5.3-5.5 can determine the spectral quantities by taking

the real and imaginary parts of )(ts  to get )(tf  and )(tg .

The Hilbert transform { })(tfH  approximates the analytic function using only one

input signal.  The function is defined as [Cohen, 1995]

(5.7) { } ∫
∞

∞−
−⋅+= τ

πτ
τ

d
tf

itftfH
)(

)()( .

Unfortunately, multiple ways of analytically and numerically defining the Hilbert

transform exist.  This analytic definition differs from some formulas [Boashash, 1992] by

the addition of the )(tf  term in order to make the function definition equivalent to the

numerical implementation in MATLABTM.  The transform is calculated numerically using

fast Fourier transforms (FFT).  The FFT of the signal is calculated, then the amplitude of
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all the negative frequencies are set to zero.  This modified FFT is then inverted to

produce the Hilbert transform.  The output of this Hilbert transform method approximates

the analytic signal

(5.8) { } )()()()( tietatstfH ϕ=≈ .

Other numerical implementations of the Hilbert transform exist.  One example is in

IDLTM where for the default option the entire FFT transform is multiplied by the

imaginary number i  and then inverted.  The output of this method is the negative of the

quadrature signal, ))(sin()( tta ϕ− , rather than the analytic signal directly.  The only

significant difference between these and other methods is the exact process necessary to

convert the Hilbert transform output into the quadrature signal.  Once this process is

determined, the different Hilbert transform methods are equivalent.

Two issues in the use of the Hilbert transform are the uniqueness of the output

and how closely { })(tfH  approximates the analytic signal )(ts  [Boashash, 1992].  The

attempt to use one signal, the diagnostic data, to derive two signals, the amplitude and

phase, creates the uniqueness problem.  Changes in the oscillation behavior of )(tf  can

be attributed to changes in either )(ta  or ))(cos( tϕ .  The Hilbert transform overcomes

this difficulty by providing a well-defined algorithm for deriving two functions, )(tf  and

)(tg , from the signal data.  These two functions can then derive two more unique

functions, the amplitude and phase, using Eqs. 5.3-5.4.  Thus, the Hilbert transform will

always produce a unique answer.  This shifts the problem to whether the amplitude and

phase behavior calculated with the two unique functions is meaningful.

Two conditions determine the accuracy of approximating the analytic signal with

the Hilbert transform.  These conditions place experimental requirements on the process
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being measured.  The first condition stems from the ambiguity about whether observed

oscillations reflect changes in the amplitude or in the frequency.  For the signal

(5.9) )2cos()2cos()( 21 tttf πνπν= ; where 12 νν > ,

the phase could be defined as tt 22)( πνϕ =  with the amplitude variation as

)2cos()( 1tta πν= , or vice versa.  The Hilbert transform overcomes this difficulty by

selecting the higher frequency for the phase evolution [Cohen, 1995; Boashash, 1992].

Hence, the application of the Hilbert transform to Eq. 5.9 produces

(5.10) { } )2(
1

2)2cos()( tiettfH πνπν= .

Thus, the amplitude variation in the signal must be slower than the island motion

frequency.  The second experimental condition states that the spectra of )(ta  and

))(cos( tϕ  must be separated in frequency [Boashash, 1992].  Application of the Hilbert

transform would place the slower variation into the amplitude and the faster into the

phase, thereby mixing the two changes together and degrade the accuracy the calculated

spectral quantities.

Magnetic islands generally meet these two conditions.  The m=2/n=1 islands on

the HBT-EP (High Beta Tokamak – Extended Pulse) tokamak rotate with a frequency in

the range of kHz155 −≈ν  and an amplitude evolution of kHz2≤  for both naturally

rotating and externally controlled islands [Navratil, 1998].  These islands meet the

condition that the amplitude variation is slower than the rotation frequency, and that the

two spectra are separated in frequency.

             Fourier analyzing m=2 coils offer the opportunity to compare the Hilbert

transform output to the actual analytic function.  These coils detect the m=2 magnetic
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island and possess both a sine and cosine phase.  The two signals can construct the

analytic signal )(ts

(5.11) )()()( sincos tgitfts ⋅+= ,

where )(cos tf  is the cosine phase output and )(sin tg  is the sine phase output.  Figure 5.2

compares the energy spectrum of )(ts  to the energy spectrum of the Hilbert transform of

the cosine phase, { })(cos tfH .  The energy for both functions is concentrated in the

positive frequency portion of the spectrum.   The close agreement between the spectrums

indicates that the Hilbert transform reproduces the analytic function.  Since this

implementation of the Hilbert transform sets the negative frequencies to zero, the lack of

significant power levels at negative frequencies for the actual analytic function suggests

that the Hilbert transform method accurately calculates this function.

Figure 5.2:  Comparison of the power spectrums of the Hilbert transform of the cosine signal from an m=2
detector and the analytic signal constructed from the cosine and sine signal.
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The main exception to these conditions occurs during the locking of magnetic

islands to stationary perturbations.  Here, the island motion stops, bringing the frequency

to zero.  This slowing generally couples to a rapid growth in the island size [Scoville,

1991; Snipes, 1988].  The slowing of the island rotation and the increasing rate of island

growth will eventually bring the frequency of rotation near that of the amplitude

variation, violating the second condition.  As the island motion ceases, the first condition

will be violated.  Nevertheless, rotation experiments focusing on changing the rotation

frequency rather than locking the island motion will generally meet these conditions.

Section 5.3. Applications

Rotation control experiments on m=2/n=1 magnetic islands in HBT-EP [Mauel,

in press; Navratil, 1998]  demonstrate the utility of the Hilbert transform.  Resonant

magnetic perturbations (RMPs) control the island rotation by resonantly interacting with

the magnetic structure of the island.  Changing the frequency of the perturbation changes

the island rotation frequency.  Figure 5.3 illustrates a typical RMP, where the frequency

is ramped down from kHz15  to kHz2 , decelerating the island.  An important issue in

these experiments is the success of the RMP in changing the island motion.  Indications

of success appear in the frequency analysis of the magnetic island behavior.  The

magnetic perturbation from the island was windowed over two small time intervals, one

early and one late in the ramp (Fig. 5.3b), then fast Fourier transformed.  The motion of

the peak frequency demonstrates that the RMP changed the island frequency.  However,

the most useful plot would directly compare the time evolution of the island frequency to

that of the RMP.  The Hilbert transform calculates this information in Fig. 5.3c,
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illustrating the extent to which the RMP changes the island rotation.  Because changes in

the island rotation depend on a variety of plasma effects, this information is crucial to

analyzing these experiments.

Figure 5.3:  Rotation control experiment.  (a) is the applied RMP.  (b) is the frequency spectrum for data
windowed around the points indicated by the arrows in (a).  (c) plots the frequency for the RMP and the

magnetic island.

A second application of the Hilbert transform compares the phase information of

magnetic island data taken by diagnostics at different locations and/or measuring

different properties.  The phase difference between the diagnostic and the magnetic signal

determines the location of the diagnostic measurement within the rotating magnetic

island structure.  This effectively moves the signal into a frame of reference co-rotating

with the island.  For example, a phase from the poloidal field measurement of zero could

correspond to the magnetic O-point of the island, while a phase of ±π would in turn

correspond to the X-point.  One application determines the location of perturbations in

the density within the island structure as measured by a microwave interferometer (Fig.
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5.4).  The lack of a quadrature signal for the interferometer, combined with the separate

locations of the interferometer and magnetic diagnostics, makes direct interpretation of

the phase difference between the perturbations difficult.  The Hilbert transform

straightforwardly calculates the phase of the interferometer and magnetic coil

measurements.  Removing the phase shift due to the different positions of these

diagnostics determines the time-resolved phase difference (Fig. 5.4b).  This phase

difference is approximately zero, indicating that the density peaks occur in phase with

increases in the poloidal magnetic field.  This determines that the density is peaked near

the island O-point.

This analysis can be extended to determining the behavior of a diagnostic signal

in terms of the magnetic island structure.  This application builds on the previous

example.  Rather than simply determining that the peak in the density occurs at the peak

in the poloidal field, the entire density profile across the island can be calculated using

the phase.  The phase of the magnetic signal determines the location within the island of

the measurement.  Taking the phase of the magnetic signal, accounting for the phase shift

due to the diagnostic positions, and then averaging over a small time interval produces a

picture of the diagnostic measurement in terms of the phase of the magnetic signal (Fig.

5.4c).  This allows for the study of the changes in the island structure across different

discharge types, or for different diagnostic setups, such as different positions of Langmuir

probes.
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Figure 5.4:  Phase calculations for magnetic and density perturbations.  (a) plots the actual signals.  (b)
plots the phase difference, accounting for the detector locations.  (c) plots the density as a function of island

phase for two different shots.

Section 5.4. Comparison to other methods

The presence of a cosine and sine phase of the m=2 coils allows the direct

comparison of the Hilbert transform to exact quadrature calculations.  The quadrature

function )(tg  generated by the Hilbert transform (Eq. 5.6) can be directly compared to

the actual quadrature signal )(sin tg  (Eq. 5.11) from the sine coil (Fig. 5.5a).  The

amplitude and phase from these two methods is compared in Figs. 5.5b and 5.5c.  The

Hilbert transform closely reproduces the actual quadrature function.  The amplitude and

phase calculated with the Hilbert transform in turn closely match the actual quadrature

data.  The key advantage of the Hilbert transform method is that only one signal is

required to generate the amplitude and phase.  The method is well suited for diagnostics
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lacking a quadrature signal, such as Langmuir probes, soft x-ray detectors, and density

measurements.

Figure 5.5:  Comparison of the quadrature and Hilbert calculations of the (a) quadrature signal, (b)
amplitude, and (c) phase.

Figure 5.6:  Comparison of spectrogram and Hilbert calculations of the (a) signal, (b) amplitude, and (c)
frequency.
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A common method used to determine the frequency and amplitude when no

quadrature signal is present is the spectrogram, also known as the time-frequency

distribution [Cohen, 1992].  A moving window generates the time-resolved frequency

and relative amplitude, producing full frequency spectrum at each time point.  Selecting

the peak amplitude at each time point determines the time behavior of the dominant

frequency and the relative amplitude.  The application to ion saturation current

measurements of island perturbations is plotted in Fig. 5.6.  The amplitude and frequency

demonstrate strong agreement between the two methods.

Number of FFT’s Floating point operations

Hilbert transform 2 ~15,000,000

spectrogram 2001 ~880,000,000

Table 5.1. Comparison of the number of calculations for Hilbert transform and spectrogram processing of
the data in Fig. 5.1.

There are two advantages of the Hilbert transform method over the spectrogram.

First, the Hilbert transform is a significantly faster algorithm.  Table 5.1 compares the

number of FFT’s and floating point operations required by both algorithms to analyze the

same data. Generating the spectrogram required 1000 times more FFT’s and

approximately 60 times more floating-point operations than the Hilbert transform for the

equivalent calculations.  This saving translates into a significant increase in speed.  The

second advantage of the Hilbert transform stems from the ability to calculate both the

phase and amplitude in the original signal units.  Phase calculations using the

spectrogram are unstable to small errors in the peak frequency.  The small window

required for high time resolution produces a large spread in the frequency domain,

making selection of the peak frequency prone to small errors.  However, the Hilbert
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transform can robustly calculate the phase in the presence of error, as discussed in the

next section.  This allows for the simple reconstruction of the original signal from the

calculated amplitude )(ta and phase )(tϕ

(5.12) ))(cos()()(r ttatf ϕ= .

The reconstructed signal )(tf r  can be directly compared to the original signal to

determine the effect of the various filtering and smoothing operations (Fig. 5.6a).

Spectral techniques invariably require filtering and/or smoothing of the signal, and the

net effect on the spectral results is generally difficult to determine.  A direct comparison

of the original and reconstructed signal quickly highlights these effects.  Furthermore, the

comparison can also determine whether the signal behaves in a non-sinusoidal fashion,

helping to determine when and how spectral techniques fail to fully describe the signal

behavior.

The main disadvantage of the Hilbert transform method compared to the

spectrogram is that the Hilbert method requires the signal to have only one dominant

component.  Signals of the form

(5.13) K++= ))(cos()())(cos()()( 2211 ttattatf ϕϕ ,

where the amplitudes are on the same order of magnitude, K~~ 21 aa , do not produce a

meaningful amplitude and phase when calculated with the Hilbert transform, nor when

calculated with quadrature techniques in general.  Instead, the full spectrogram is

required to individually trace the behavior of the various frequency components.  When

the diagnostic signal is dominated by oscillations from a single island structure, then the

Hilbert transform may be generally used.  More advanced techniques are required if the

diagnostic signal contains information on multiple magnetic islands.
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Section 5.5. Error analysis of the Hilbert transform

The Hilbert transform retains its ability to determine the amplitude and phase of a

signal even in the presence of white noise and/or a lower amplitude signal component.

The error due to white noise in the amplitude calculation is estimated by starting with the

signal

(5.14) )())(cos()()( tttatf fεϕ += ,

where fε  is the white noise in the signal.  The quadrature component calculated with the

Hilbert transform would be

(5.15) 
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Since the Hilbert transform only alters the phase of a signal, gε  is essentially fε  with

the frequency components shifted by ninety degrees.  Because the phase of white noise is

random, both fε  and gε  possess the same noise amplitude.  Thus, the error due to noise

of both the original signal and its quadrature component is the standard deviation of the

noise

(5.16) ( ) ( )gf εεσ dev stddev std ≈≈ .

Calculating the error in the amplitude ampσ  using the standard formula for the

propagation of errors [Mandel, 1984] gives
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where the error in the amplitude is equal to the white noise error in the original signal.

A similar result holds when a second component is present in the signal.  The

signal detected is

(5.18) ))(cos()())(cos()()( ttcttbtf θϕ += ,

where )()( tctb >> .  The application of the Hilbert transform determines the "quadrature"

signal

(5.19) ))(sin()())(sin()()( ttcttbtg θϕ += .

Calculating the amplitude using the condition )()( tctb >>  for a Taylor’s series expansion

gives

(5.20) 
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where the maximum value of 1 was used for the cosine term.  Thus, the error in the

amplitude is on the order of the magnitude of the second component.

The Hilbert transform also accurately calculates the phase in the presence of

signal error.  Calculating the phase error for the signal in Eq. 5.14 gives
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Since the ratio 
b

σ
 is the fraction of error in the signal in radians, a useful formula is

(5.22) %
3

2180

100

%
(deg) ≈=

π
σ ϕ ,

where % stands for the percent of white noise in the signal.

Figure 5.7:  Error in the phase calculation for (a) white nose compared to the dashed line prediction of Eq.
5.22 and (b) a second frequency component scanned over a range of frequencies and amplitudes.

Figure 5.7 plots the effect of white noise and a second signal component on the

phase calculation for the signal plotted in Fig.5.1.  In Fig. 5.7a, white noise was added to

the signal, and then the phase was calculated.  This phase was compared to the phase of

the base signal to determine the error.  For white noise ranging from 0-25% of the signal
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amplitude, the phase error ranges linearly from 0-15°.  The calculated error is very close

to the error estimate from Eq. 5.22.  Figure 5.7b illustrates the effect of a second signal

component.  The phase )(tθ of the second signal component of Eq. 5.19 was selected to

be tπν2 .  The phase was calculated, and then compared to the phase of the base signal

))(cos()( ttb ϕ  at three different amplitude levels, ranging from 1% of the original signal

up to 25%.  This process was repeated by changing the frequency ν  over the range from

0-50 kHz.  The error in phase is independent of the frequency of the second component,

and stays in the range of 0-15° for error amplitudes ranging from 0-25% of the original

signal.

Section 5.6. Error analysis of the Mach probe signal

Figure 5.8:  Power spectrum of the ion saturation current fluctuations.

The two main sources of fluctuations in the ion saturation current are magnetic

island activity and turbulence.  Figure 5.8 plots the power spectrum of the fluctuations in

the probe signal.  The behavior is very similar to behavior observed with Langmuir

probes on a variety of tokamaks and RFP’s [Fiskel, 1995; Boedo, 1998].  Magnetic

islands drive the fluctuations at the peak frequency, while turbulence drives the
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remaining fluctuations.  The broad band turbulent spectrum decays with increasing

frequency.  For magnetic island studies, the signal from plasma turbulence not correlated

to island activity, making it effectively equivalent to noise and the main source of error in

island measurements.

The error incurred by turbulence can be estimated by comparing the probe signal

to the signal reconstructed using the phase and amplitude information from the Hilbert

transform.  Since this spectral information reflects island activity, the difference between

the signals is due to turbulence.  This difference measures the error in ignoring the

turbulent behavior.  The probe signal is first run through a high-pass filter with a cutoff

frequency of kHz 1  to remove the baseline, and smoothed with a ms 0.005  gaussian

window to remove high frequency spikes.  The Hilbert transform then calculates the

phase and amplitude of the signal, which is used to reconstruct the signal.  The deviation

between the signals is calculated using

(5.23) 
( )

mA 15
1

2

=
−

−
=

N

xx treconstrucsignalσ .

This value gives the error in a single probe measurement, which can then determine the

error in the contour plots of the magnetic island profile.  At each radial location, data

from 2-3 shots over an ms 0.5  interval is placed into 24 angle bins and averaged.  With

the digitization rate of kHz 500 , approximately 20 points go into each bin, giving an

error of

(5.24) mA 3=≈
N

contour

σσ .

For the Mach number calculations, the error calculation is based on the formula

[Mandel, 1984]
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where z  is the value calculated using ,..., yx  and the σ  terms measure the error.  The

error in the Mach number is governed by

(5.27) 
2

2

2

2
2

44 down

down

up

up
Mach

II

σσ
σ += ,

(5.28) σσσ ≈≈ downup ,

(5.29) mA 40≈≈ downup II ,

(5.30) 05.0=Machσ .
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Chapter 6.   Pressure Perturbations from Magnetic Islands

Section 6.1. Introduction to pressure perturbations

Ion saturation current measurements on HBT-EP demonstrated the effect of

magnetic islands on the pressure profile.  The first step in this analysis was to connect

probe fluctuations to magnetic island activity.  These fluctuations followed the magnetic

island behavior in amplitude, frequency, and phase.  Voltage scans of the probes

suggested that the ion saturation current perturbation is largely an increase in the local

density.  The probe perturbations were then converted into the island frame of reference

using the Hilbert transform.  This analysis generated contour plots of the time evolution

of the magnetic island as a function of the phase angle of the magnetic perturbation and

the minor radius.  Examination of the O and X-points determined that the effect of the

island is largest at the O-point, with limited perturbation at the X-point.  This behavior is

consistent with the presence of plasma compression by the magnetic island.

Section 6.2. Fluctuations in the ion saturation current

The ion saturation current measured the pressure perturbation due to the 2/1

magnetic island.  The pressure is equal to the product of the density and temperature

(6.1) nTp = ,

while the ion saturation current satI  [Hershkowitz, 1989] is proportional to
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(6.2) TpTnIsat =∝ .

Magnetic islands are the dominant source of ion saturation current fluctuations.  satI

fluctuations correlated with the 2=m  magnetic island activity detected with a Fourier

analyzing Rogwski coil.  Figure 6.1 illustrates this behavior, together with the behaviors

of the 3=m  coil, the *q  value, and the major radial position of the plasma.

Figure 6.1:  Correlation between m=2 and probe fluctuations.  Plotted from top to bottom are the
ion saturation current, m=2 signal, m=3 signal, edge q, and major radius of the plasma.

The ion saturation current has two distinct regions.  The first region runs from

ms 41−≈t  where the saturation current is roughly constant.  At ms 4≈t , large, distinct

fluctuations in the ion saturation current appear.  These fluctuations coincide with the

onset of 2/1 magnetic island activity observed on the 2=m  coil.  The other signals

remain relatively constant during the discharge.  The stability of the position and *q
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indicate that the probe is measuring the same plasma.  The 3=m  fluctuations did not

correlate to the ion saturation behavior, suggesting that other island structures were not

responsible for the probe perturbations.  The correlation of fluctuations from the 2/1

magnetic island with the behavior of the ion saturation current indicates that the island

produces the fluctuations.

Figure 6.2:  Top graph is the ion saturation current measurements at two different major radial positions.
Bottom plot displays the magnetic island evolution during the same period.

The fluctuations in the ion saturation current are both localized near the island and

follow its amplitude evolution.  Figure 6.2 plots the ion saturation current measured at

two different major radial positions in the same shot, one at 7.0=ar  and the second

closer to the edge at 9.0=ar .  Figure 6.2 also shows the magnetic island frequency and
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amplitude evolution.  During the early portion of the shot, the probes observe high

frequency oscillations with little coherent structure.  As the magnetic island amplitude

increases at ms 5~t  the probe begins to detect coherent fluctuations at 7.0=ar .  These

fluctuations follow the evolution of the island amplitude from ms 25.65~ −t .  The probe

at 9.0~ar  does not measure fluctuations until later in the shot at ms 6~t  when the

island amplitude is large.  These results show that the fluctuations in the ion saturation

current follow the magnetic island amplitude behavior and are spatially localized inside

the plasma.

Finally, the success in attributing the ion saturation current fluctuations to the 2/1

magnetic island encouraged the comparison of the frequency, amplitude, and phase of the

probe fluctuations to those of the magnetic field.  The Hilbert transform was used to

calculate the frequency, amplitude and phase of the two signals.  The baseline offset and

low frequency evolution were removed using a zero-phase digital filter.  The data is

filtered with a second order Butterworth highpass filter with the cutoff at kHz 1 , and then

the data is reversed and run through the filter again.  This process doubles the filter order

without distorting the phase of the signal.  The amplitude and the frequency (Figure 6.3)

match between the two signals.  Figure 6.3 also plots the phase difference between the

two signals taking into account the phase shift due to the different diagnostic positions.

The signals are in phase, with a stable phase difference over the shot.  The phase

calculation determines the location of the probe measurement within the magnetic island

structure.
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Figure 6.3:  Frequency, magnitude, and phase difference between the ion saturation current perturbations
and the magnetic island.

Section 6.3. Measurements of the fluctuation composition

The density and temperature of the island perturbation were determined by

performing a current-voltage I-V scan of the probe.  The probe bias was varied between

shots, and then the resulting current measurements were converted into a frame of

reference co-rotating with the magnetic island.  The data near the island O-point and near

the X-point were separately averaged for each voltage bias setting.  Figure 6.4 plots the

results.  For a double probe system, the current I  as a function of bias voltage V  is

[Hershkowitz, 1989]
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(6.3) 





=

e

e

T

qV

M

TqnA
I

2
tanh
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where q  is the charge, A  the area of the probe, n  the plasma density, and eT  the

electron temperature, and M  is the ion mass.  Figure 6.4 plots the I-V curves at a minor

radius of 0.692 along with Equation 6.3 for two different values of n  and eT .  When the

island is saturated at ms 65 −=t , the X-point is unperturbed by the island, while the O-

point sees an approximate doubling of the density with a temperature of 45 eV.  A similar

analysis was applied at a minor radius near the edge, measuring a temperature of 15 eV.

Figure 6.4:  Effect of the magnetic island on the current-voltage behavior of the probe.

Section 6.4. Pressure fluctuations in the island frame of reference

The radial profile of the magnetic island perturbation can be converted into a

frame co-rotating with the magnetic island using the phase measurements from the

0 50 100 150

Bias Voltage (volts)

-20

0

20

40

60

80

100

120

C
ur

re
nt

 (
m

A
)

x-point  2-3 msec
o-point  2-3 msec
x-point  5-6 msec
o-point  5-6 msec
Te = 45 eV
Te = 45 eV

16982

17166

17154

17159

17136

17139

17162

17142

17150

n=4.2*1018 1/m3

n = 2.2 * 1018 1/m3



67

Hilbert transform.  This method allows the comparison to magnetic island theories, which

state results in the island frame of reference.  In particular, theories and experiments tend

to focus on the O and X-point behavior.  The toroidal rotation of the island past the

stationary probe produces a toroidal picture of the magnetic island.  The Hilbert

transform calculated the phase of the probe measurements relative to the magnetic

perturbation from the island structure.  Data in ms 5.0  intervals was sorted by angle then

averaged in intervals of o15 .  Each angle corresponds to a toroidal location co-rotating

with the magnetic island.  Figures 6.5-6.6 contain contour plots of the ion saturation

current versus the minor radius and phase angle relative to the magnetic island O-point

from ms 73−=t .

Figure 6.5:  Contour plots of the ion saturation current as functions of minor radius and toroidal location
within the rotating island structure.  Each plot corresponds to a separate time interval.
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Figure 6.6:  Same as Fig. 6.5 for later time periods.

major radius (cm) r/a (a=13 cm) shot number probe
101.5 0.577 17757 rot (gain = 8)

17370 rot
102 0.615 17740 rot

19280 rot
102.5 0.654 17184 fix

17185 fix
17190 rot

103 0.692 16982 rot
19294 rot
17086 fix
17730 rot

103.5 0.731 17197 fix
17200 fix

104 0.769 17201 fix
17203 fix

105 0.846 17204 fix
17205 fix

106 0.923 16982 fix
17206 fix

107 1.000 17100 fix

Table 6.1:  List of shots used to construct the contour plots (Figs. 6.5-6.6).  Probe column specifies the
probe used: rot is the rotatable probe at a toroidal angle of 54°, and fix is the probe at 180°.  The net gain

was 20, except for shot 17757.
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Early in the shot the small magnetic island makes a small perturbation centered at

654.0=a
r .  As the island grows in amplitude during ms 54 −=t , the size and extent of

the perturbation increases.  Once the island saturates during ms 75 −=t , the perturbation

remains constant.

These contour plots illustrate several key behaviors of the magnetic islands.  The

ion saturation current perturbation is centered at the island O-point at a minor radius of

654.0=a
r .  The pressure perturbation decays both radially and toroidally from the

island O-point.  The size and extent of the perturbation both follow the behavior of the

magnetic perturbation, featuring a small perturbation that grows over a 1 ms period and

then saturates at a constant magnitude.  The perturbation is not confined radially to the

estimated island width of cm 1 , but rather extends over the entire outer minor radius.

Section 6.5. Behavior at the O and X-points of the island

Further information about the perturbation can be acquired by focusing on the

behavior of the O and X-points of the magnetic island (Figure 6.7).  Early in time at

ms 5.33−=t  there is little difference between the O and X-point radial profiles,

matching the small island size.  When the island has saturated at ms 65.5 −=t , the

perturbation at the O-point increases in magnitude over the region between the magnetic

island and the plasma edge.  The X-point profile remains unchanged by the island

growth.  This behavior suggests that the pressure perturbation was largely confined to the

region near the O-point.
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The reconnection of the magnetic field at the O-point links regions of different

pressure.  This pressure gradient along the field line drives diffusion [Fitzpatrick, 1995]

and/or sound waves [Scott, 1985; Finn, 1998] that average out the pressure gradient.  The

presence of a local maximum in the O-point profile indicates that the pressure gradient is

zero over a small region of the magnetic island.  A pressure gradient is still present over

the rest of the profile.

Figure 6.7:  O and X-point radial profiles derived from the contour plots of the ion saturation current.  The
t=2.5-3 ms period is for a small magnetic island, and t=5.5-6 ms is for a large magnetic island.

This result agrees with predictions using both sound wave and diffusion theory.

In the sound wave theory, the critical parameter for island flattening is the ratio of the ion

sound speed to the toroidal Alfven speed, which on HBT-EP is

(6.4) 031.0=
Alfven

s

v

c
.

At low values of this parameter, the pressure gradient inside the island is reduced;

however, this reduction need not extend over the full island width.   The value for HBT-

EP suggests that this is the case.  For the diffusion model, only islands above a critical

width produce full profile flattening inside the island.  This width is a function of device
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the island will not be completely flattened by diffusion.  This may be compared to the

predictions of Scott, which predict full flattening within the island.  Taken together, these

predictions state that the pressure will be flattened over a region less than or equal to the

magnetic island size.

The radial extent of the pressure perturbation outside the magnetic island suggests

the presence of plasma compression.  A common assumption in magnetic island theory is

that the island perturbation rapidly decays with increasing distance from the island

[Fitzpatrick, 1995].  The profile at the O-point indicates that the pressure perturbation

extents over the region from the magnetic island to the plasma edge.  This perturbation

was significantly larger than the theoretical assumption.  Part of the perturbation could be

due to compression of the outer plasma by the magnetic island.  A simple compression

model treats the magnetic island as a solid body that linearly displaces the plasma

outwards.  If the perturbation is due to compression, then the area under the O-point

density profile from the edge of the island to the plasma edge should be equal to the area

under the X-point profile including the island region.  Because of the 2=m  nature of the

perturbation, the island compression is more linear or slab-like than radial.  A radial

compression would best describe a 0=m  perturbation.  The close agreement between

these two numbers (Figure 6.8) suggests that the island compressed the plasma in the

outer region.
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Figure 6.8:  Presence of plasma compression in the density.

Section 6.6. Comparison to previous experiments

The measurement of the pressure perturbations from magnetic islands on HBT-EP

extents the range of previous probe experiments.  The ability to measure minor radial

positions from 0.1577.0 ≤≤ ar  substantially expands the range of observation.

Previously, measurements of pressure perturbations from islands with probes were

confined to the edge region of tokamaks [Howling, 1988].  Most other probe systems

focused on turbulence measurements at the edge of different devices [Fiskel, 1995;

Boedo, 1998; Uehara, 1998].

Application of the Hilbert transform to convert the data to a co-rotating frame

complements multi-chord and multi-point measurements of the pressure perturbation.
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interferometers [Brower, 1995], and Thomson scattering [Jaenicke, 1988] system

measured the pressure profile perturbation using systems of multiple detectors at different

minor radii.  Reconstructing the island profile using the Hilbert transform eliminates the

requirement for multiple, simultaneous measurements.  Instead, information from one or

two moveable detectors over multiple shots can determine the island pressure profile.

This method significantly reduces the number of detectors required to produce the

equivalent information.
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Chapter 7.   The Ion Fluid Velocity Profile and Two-fluid Model

Section 7.1. Effect of the island on the ion velocity

Chapter 4 highlighted the basic behavior of the ion fluid velocity.  The two key

experimental observations were the large increase in the ion velocity near the magnetic

island, and the magnitude difference between the ion velocity and the magnetic island

velocity.  Experiments with active rotation control demonstrated that the acceleration

experienced by the ion fluid is only 20% of that experienced by the magnetic island.

Finally, the ion velocity has a fluctuating component near the center of the magnetic

island.  The observed ion velocity, as well as the rotation control and the fluctuating

velocity measurements are consistent with a two-fluid model that includes diamagnetic

and neutral damping effects.

Section 7.2. The diamagnetic velocity

The behavior of the ion fluid velocity is governed by Eq. 2.14

(7.1) ( )
iEcxi F *ωωω −= ,

where iω  is the ion velocity, cxF  is the neutral damping coefficient, Eω  is the electric

field velocity, and i*ω  is the diamagnetic velocity.  The results of the previous chapter

measured the pressure profiles necessary for evaluating the i*ω  term.  The diamagnetic

term is
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(7.2) 
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i ∂
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* π

ω .

The temperature profile from the probe voltage scans allows the conversion of the ion

saturation measurements into the plasma density.  The pressure is derived from the

density profile multiplied by the temperature profile

(7.3) iii Tnp = .

Numerical differentiation calculates the profile gradient as a function of minor radius.

The pressure perturbation at the center of the magnetic island varies on a distance scale

smaller than the spacing between experimental measurements, making the numerical

method inaccurate over this small region.  The gradient at this point taken to be zero due

to pressure flattening from the magnetic island.  The local maximum in the pressure at the

magnetic island implied that the local gradient is zero.  This assumption agrees with

observations in previous experiments [deVries, 1997] and theories [Scott, 1985; Finn,

1998; Fitzpatrick, 1995] of the island-pressure interaction.

Section 7.3. Neutral damping of the ion velocity

Figure 7.1:  Dependence of neutral damping on the density of neutral particles.
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Pressure flattening at the magnetic island also allows the calculation of the neutral

damping term cxF  at the magnetic island.  When the pressure gradient is zero, the

diamagnetic term is zero, 0~*iω , which reduces the velocity equation to

(7.4) Ecxi F ωω = .

The electron velocity equation reduces to

(7.5) Eislande ωωω == .

The ratio of the two gives

(7.6) cx
e

i F=
ω
ω

.

Magnetic island velocity measurements determine the electron velocity at the island

location.  This value, combined with the ion velocity, gives a neutral damping term at the

magnetic island of

(7.7) %31=cxF ,

corresponding to a neutral fraction of %8.0≤plasman nn .  The profile of cxF  is

calculated by estimating the fraction of neutral particles at the plasma edge.  The chamber

fill pressure of  torr102 5−⋅=p  gives a neutral density of %10>=< en nn , producing a

neutral damping of %4.3=cxF  (Fig. 7.1).  A linear interpretation between these two

points estimates the neutral damping profile.
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Section 7.4. Contributions to the ion velocity

Figure 7.2:  The diamagnetic, electric field, and neutral damping contributions to the ion velocity.  Top plot
includes the pressure and velocity perturbations from the island, and the bottom plot is with these

perturbations removed.

The diamagnetic and neutral damping terms can be combined with measurements
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replacing the peak at 654.0=ar  with the interpolated value from the surrounding data

points.  Figure 7.2 in the lower plot shows iω , EcxF ω , and icxF *ω−  with the island

perturbations in the pressure and velocity removed.  The electric field and diamagnetic

terms outside the island region are similar to the previous case.  The key effect of the

magnetic island is to locally flatten the velocity profile, eliminating the local diamagnetic

velocity.  This creates a distinct, local increase in the ion fluid velocity.

When the diamagnetic term goes to zero, the ion fluid moves at EcxF ω , the

electric field velocity multiplied by the neutral damping term.  This behavior agrees with

two-fluid simulations that predict pressure flattening inside the island.  This flattening

leads to the dominance of the electric field term in the velocity equation [Scott, 1985].

The limited radial extent of the velocity perturbation agrees with predictions of limited

pressure profile flattening for plasma parameters typical of HBT-EP [Fitzpatrick, 1995;

Finn, 1998].  Magnetic islands produce a distinct, localized perturbation in the ion

velocity that is consistent with changes in the diamagnetic velocity term.

Section 7.5. Active rotation control

Rotation control provides an external means of altering the magnetic island motion

[Mauel, in press; Morris, 1990; Navratil, 1998].  During frequency ramps, the frequency

of the RMP (resonant magnetic perturbation) is linearly swept in time.  The changing

frequency of the RMP drives a changing island velocity, thereby accelerating the island.

Figure 7.3 plots the frequencies of the RMP used for rotation control, the magnetic

island, and the fluctuations in the ion saturation current.  Neutral damping not only
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reduces the magnitude of the ion velocity; it also may reduce the acceleration of the ion

fluid during active rotation control.

Figure 7.3:  Effect of active rotation on the magnetic island, pressure perturbation, and ion velocity.

The pressure perturbation followed changes in the island frequency, indicating that

this perturbation appears in the electron fluid rather than in the entire plasma fluid.  The

island and pressure perturbation frequencies are equal during the rotation control.

Rotation control also successfully changed the ion fluid velocity (Figure 7.3).  However,
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Over the rotation control period, the diamagnetic, electric, and neutral damping terms

remain constant.  The time derivative of Eqs. 7.8-7.9 gives

(7.10) 
tt
rote

∂
∂

=
∂

∂ ωω
,

(7.11) 
t

F
t

rot
cx

i

∂
∂

=
∂

∂ ωω
.

The ratio of the ion fluid acceleration (Eq. 7.10) over the electron acceleration (Eq. 7.11)

equals cxF .  The acceleration ratio of 20% is on the order of cxF  measurements at the

island (Section 7.2), suggesting that neutral damping may limit the external control of the

ion velocity.

Section 7.6. Time evolution of the ion velocity profile

Mach probe measurements of the toroidal velocity profile observed a substantial

effect from the presence of magnetic islands.  The effect on the ion velocity profile is

largely confined to the region near the island (Fig. 7.4).  From ms 41−=t , the plasma

from 00.1577.0 −=ar  moves slowly in the plasma current direction.  For ms 4≥t , the

velocities begin to diverge.  This period coincides with the onset of magnetic island

activity.
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Figure 7.4:  Ion velocity behavior both inside and outside of the magnetic island region.  The graphs on the
left show poloidal cross sections of the plasma, indicating the location of the velocity measurements.

The flow outside the island region ( cm 15.0~ −  from the resonant surface) at

ms 4≥t  resembles the profile from TM-4, an earlier tokamak of similar parameters to

HBT-EP [Bugarya, 1985].  TM-4 measured the ion velocity using the Doppler shift from

impurity line radiation.  The plasma velocity was highest in the core of the machine, and

decayed with increasing minor radius.  The velocity direction was counter to the plasma

current direction (negative in the TM-4 coordinate system, and positive in the HBT-EP

system).  The velocity decayed to zero at a minor radius of 6.0~ar , and then reversed

direction.  A similar behavior appeared on HBT-EP (Figure 7.4).  The highest velocity

occurred at the innermost probe measurement at 577.0=ar  and decayed with

increasing minor radius until the velocity reversed direction at 75.065.0~ −ar .
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Section 7.7. Fluctuating velocity component

The ion velocity also has a fluctuating component at the center of the island that

follows the magnetic island motion.  The previous discussions focused on the velocity

behavior for time scales longer than the island rotation time.  On shorter time scales, the

velocity fluctuates at the magnetic island frequency.  This fluctuating component is

confined to the island region.  The fluctuation produces a 2-3 kHz difference between the

O and X-point velocities.  Changes in the diamagnetic velocity could drive this

fluctuation.  Figure 7.5 plots the time evolution of the toroidal velocity as a function of

radius and location in the magnetic island structure.  From ms 5.33 −=t  when the

magnetic island is small, the fluctuations in the velocity are small and incoherent.  Once

the island saturates at ms 65.5 −=t , large fluctuations at the O-point appear near the

center of the magnetic island.
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Figure 7.5:  Contour plots of the ion saturation current and the toroidal Mach number for a small island at
t=2.5-3 ms and a large island at t=5.5-6 ms.

Figure 7.6 illustrates the radial profile of the ion velocity at the O and X-points

during the saturated island period.  Pressure profile flattening near the center of the

magnetic island can generate the peak in the velocity at the O-point.  When the pressure

gradient goes to zero, the diamagnetic velocity also goes to zero, resulting in an increase

in the ion velocity.  However, a pressure gradient remains at the X-point, resulting in a

lower ion velocity at the same position.  Figure 7.6 plots
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the difference in frequency ω∆  between the diamagnetic frequencies at the O-point,

O*ω , and the X-point, 
X*ω , multiplied by same neutral damping term cxF  used in Eq.

7.1.  Equation 7.12 predicts a difference between the O and X-point velocities, similar to

the experimental observations in Fig. 7.6.  This behavior suggests that the pressure

flattening is confined to a small region near the center of the magnetic island, and that

changes in the pressure profile from the magnetic island produce corresponding

fluctuations in the ion velocity, as predicted by Finn.

Figure 7.6:  Difference between the diamagnetic velocity at the O and X-points, and the ion velocity
measured at the O and X-points.
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Chapter 8.   Summary of Results

Section 8.1. New results

Magnetic islands are present over a wide range of fusion devices [Sauter, 1997].

These islands reduce the plasma confinement and hence the fusion performance.  The

prevalence of this instability over a wide range of fusion confinement schemes and

experiments prompted the development of techniques to actively suppress magnetic

islands.  Active rotation control attempts to use the interaction between magnetic islands

and the plasma for suppression [Navratil, 1998; Mauel, in press; Morris, 1990].  The

success of this technique crucially depends on the details of this interaction [Boozer,

1996; Smolyakov, 1995].  Experiments on the HBT-EP tokamak using Mach probes

served to locally measure the plasma perturbations in the pressure and ion velocity

profiles from magnetic islands.

Magnetic island rotation creates rotating perturbations in the magnetic field,

density, and temperature [deVries, 1997; Brower, 1995; VanMilligen, 1993; Jaenicke,

1988; Vahala, 1980; Kluber, 1991; Howling, 1988; Nagayama, 1996].  Understanding the

behavior of these perturbations is critical to understanding the interaction between the

magnetic island and the plasma.  The time evolution of the amplitude and frequency

necessitates non-stationary signal analysis techniques in order to capture the island

dynamics [Bracewell, 1986].  The Hilbert transform calculated the amplitude, phase and

frequency of the island signal from a single detector.  Other techniques normally require

systems of multiple detectors.  The amplitude and frequency information helped
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determine the success of active rotation control techniques in both changing the island

motion and reducing its magnitude.  The phase information allowed the straightforward

comparison of diagnostics at different physical locations and measuring different plasma

properties.  Knowledge of the phase also allowed the conversion of the stationary

diagnostic measurements to a frame of reference co-rotating with the magnetic island.

This enabled the straightforward comparison of experimental results to theoretical

predictions.  The Hilbert transform method compares favorably both in speed and

accuracy to spectrogram and quadrature methods of spectral calculations.

Ion velocity measurements determined that the ion fluid and magnetic islands

have different velocities, as well as different accelerations under rotation control.  The

ion velocity profile is peaked at the island, with this peak velocity being less that the

magnetic island velocity.  This behavior is consistent with a two-fluid model that includes

diamagnetic and neutral damping effects.  Pressure flattening inside the magnetic island

could eliminate the diamagnetic velocity term, increasing the ion velocity.  The radial

extent of this velocity perturbation is equal to or smaller than the magnetic island size, in

agreement with theories predicting pressure flattening over only a portion of the magnetic

island [Scott, 1985; Finn, 1998; Fitzpatrick, 1995].  Neutral damping can account for the

large difference between the ion fluid and magnetic island velocities [Rowan, 1993].

This damping also can account for the reduction in the ion fluid acceleration during

active rotation control.  The combination of diamagnetism and neutral damping may help

explain the complex velocity behavior observed on HBT-EP, and offers the potential to

explain the ion and island motion observed on COMPASS-C [Hender, 1992] and JFT-2M

[Oasa, 1995].
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Probe measurements of the ion saturation current measured the perturbation in the

pressure from the magnetic island.  Pressure fluctuations followed the magnetic island

behavior in amplitude, frequency, and phase for both naturally rotating and actively

controlled islands.  The Hilbert transform converted these measurements into a frame of

reference co-rotating with the island.  The pressure perturbation was confined to the

island region near the O-point, with little or no effect at the X-point.  The O-point profile

displayed pressure profile flattening near the island center, and a pressure perturbation

extending over the entire outer minor radius.  Rotation control experiments demonstrated

that the pressure perturbations move with the magnetic island and hence with the electron

fluid.

Section 8.2. Ramifications for future work

The Hilbert transform offers an efficient and accurate method of calculating the

amplitude, frequency, and phase of moving, localized perturbations from a single

diagnostic.  This novel application of the transform enabled a single probe to reproduce

results similar to electron cyclotron emissions (ECE) and other multiple detector

diagnostic systems [deVries, 1997; Brower, 1995; VanMilligen, 1993; Nagayama, 1996].

The phase information allowed the reconstruction of the magnetic island perturbation

with a single moveable diagnostic and a reasonable number of plasma shots.  This can be

compared to ECE, which requires a large number of expensive detectors.  This feature

could translate into significant cost and design savings, and encourage more research into

the use of moveable detectors for magnetic island studies.  It also increases the usefulness

of probes in island studies by reducing the size of the probe required to track the pressure
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and velocity effects [Xiao, 1994].  Finally, the Hilbert transform can serve as the basis for

improved island analysis methods.  The success of its application to rotation control

studies will hopefully drive the development of new methods for applications where the

Hilbert transform assumptions are not met, particularly for island locking and stationary

perturbation studies.

The results of the ion velocity measurements on HBT-EP are important to the

treatments of plasma motion.  In order for changes in the acceleration and velocity of the

islands under active rotation control to equal that of the ion velocity, the electric field

term must dominate the momentum balance equation.  Measurements on HBT-EP

indicate that this condition need not always be met.  The presence of diamagnetism and

neutral damping can separate the motion of the ion and electron fluids.  The neutral

damping term may reduce the velocity and acceleration of the ion fluid.  Although active

rotation control successfully changed the island and electron fluid motion [Mauel, in

press; Navratil, 1998; Morris, 1990], ion velocity control in these regions may require a

different technique to produce large changes.

The interaction between the magnetic island and the plasma highlight the need for

further measurements of the effect of islands on the pressure and velocity profiles.

Measurements of the effect of the island at the O and X-points have determined different

results on different machines [deVries, 1997; VanMilligen, 1993; Jaenicke, 1988].  This

behavior suggests the need for improved models that account for the differences between

the devices, and highlight the need to measure, rather than simply assume, what the

island effect on the pressure profile is.  Velocity measurements suggest the interaction

between the island and pressure profile can in turn alter the ion velocity.  Pressure
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flattening near the island can produce a local increase in the ion velocity.  Changes in the

pressure gradient and density at the O and X-points can also produce fluctuations in the

ion velocity.  These factors highlight the need for models such as the one developed by

Finn, which combine the effects of the islands on the pressure and velocity profiles.

Understanding the effect of magnetic islands on the pressure and ion velocity

profiles is crucial for both fundamental plasma studies and the development of more

efficient tokamaks using advanced tokamak (AT) concepts.  For fundamental studies,

magnetic island research can provide the means to test theories about the interaction

between magnetic fields and the ion and electron fluids.  AT design concepts

[Najmabadi, 1995; Stambaugh, 1995] depend on the ability of active rotation control to

suppress magnetic islands and resistive wall modes [Garofalo, 1999].  An understanding

of how the magnetic islands, pressure and velocity profiles, and external control systems

interact is required to insure the successful operation of new tokamak designs.
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